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Abstract

Reinforcement Learning (RL) algorithms often suffer from low training efficiency. A strategy to mitigate this issue is to incorporate a model-based planning algorithm, such as Monte Carlo Tree Search (MCTS) or Value Iteration (VI), into the environmental model. The major limitation of VI is the need to iterate over a large tensor with the shape $|S| \times |A| \times |S|$, where $S/A$ denotes the state/action space. This process iteratively updates the value of the preceding state $s_{t-1}$ based on the state $s_t$ in one step via value propagation. These still lead to intensive computations. We focus on improving the training efficiency of RL algorithms by improving the efficiency of the value learning process. For the deterministic environments with discrete state and action spaces, on the sampled empirical state-transition graph, a non-branching sequence of transitions can directly bring the agent from $s_0$ to $s_T$ without deviating from intermediate states, which we call a highway. On such non-branching highways, the value-updating process can be merged as a one-step process instead of iterating the value step-by-step. Based on this observation, we propose a novel graph structure, named highway graph, to model the state transition. Our highway graph compresses the transition model into a concise graph, where edges can represent multiple state transitions to support value propagation across multiple time steps in each iteration. We thus can obtain a more efficient value learning approach by facilitating the VI algorithm on highway graphs. By integrating the highway graph into RL (as a model-based off-policy RL method), the RL training can be remarkably accelerated in the early stages (within 1 million frames). Comparison against various baselines on four categories of environments reveals that our method outperforms both representative and novel model-free and model-based RL algorithms, demonstrating 10 to more than 150 times more efficiency while maintaining an equal or superior expected return, as confirmed by carefully conducted analyses. Moreover, a deep neural network-based agent is trained using the highway graph, resulting in better generalization and lower storage costs.
Figure 1: Comparison of the state-transition graph and its corresponding highway graph. An RL agent on the state-transition graph learns/propagates values state-by-state per learning step, and the highway graph propagates values for a stack of states in the highway per learning step. The highway graph is much smaller than the state-transition graph which leads to more efficient value learning. Take the Atari game Star Gunner as an example, the 234,521 states in the sampled empirical state-transition graph are represented by highway graph with only 1,084 (0.5% of its original size) states connected by highways.

1 Introduction

Reinforcement learning (RL) agent training is usually time-consuming, due to the low training efficiency of the value updating process. From the view of the RL agents, the environment to interact can be represented as a state-transition graph, which uses graph structure to describe the transitions between different possible states, following a Markov decision process (MDP). Thus, the process of value updating of RL agents (refer to Figure 1 (1)) iteratively transits the value among known states on the sampled state-transition graph (empirical state-transitions graph), before the end of training. For environments with large state-transition graphs, updating the value of states until convergence is time-consuming since values from all the possible future states of any state can only be propagated back state-by-state. One approach to solve this issue is to incorporate a model-based planning algorithm to search the future state values, such as Monte Carlo Tree Search (MCTS) (Schrittwieser et al., 2020) or Value Iteration (VI) (Tamar et al., 2016). The action selection of MCTS is relatively slow since it plans at decision time which needs a huge number of sampling (Swiechowski et al., 2023). Hence, we are instead intrigued by the potential of the classical VI algorithm to enhance the training efficiency. The major limitation of VI is its necessity to iterate over a huge matrix with the shape $|S| \times |A| \times |S|$ ($S/A$ denotes the state/action space), during which state $s_t$ at time step $t$ is only propagated back by one or several steps to update the value of the preceding state $s_{t-1}$ per iteration.

In this paper, we enhanced the VI algorithm via a novel graph structure of the environments to accelerate the value-updating process for RL methods. Our approach takes inspiration from real-world highway systems connecting significant and frequently visited destinations, where drivers need not concern themselves with constant turning decisions and travel swiftly from one location to another without encountering branches at high speeds. Given this, we consider a path without branching within the empirical state-transitions graph as a highway, where the value updating for states along the path can be consolidated and executed as a single operation. Such an operation is opposed to updating values incrementally state by state. If values can be efficiently propagated over a long range from any potential future states simultaneously, it significantly enhances the overall training efficiency.

We introduce the concept of a highway graph for modeling the environment, shown in Figure 1. For simplicity, we focused on deterministic environments with discrete state and action spaces. The highway graph is constructed from the empirical state-transitions graph (Figure 1 (1)). In the highway graph, nodes are intersection states, and edges are highways. A highway is formed using the sequence of transitions in a non-branching path that only bridges two states without adjacent (Figure 1 (2)). Decisions are only necessary at intersection states, such as when a driver must choose a direction at an intersection, and continue along the highway otherwise.
Due to the highways, the original empirical state-transition graph shrinks into a very small highway graph, with two advantages. First, the values of any state connected by the highways are updated with a single operation, achieving a very high training efficiency. Second, no experience sampling for the value updating is required, and the VI algorithm can be conducted on the entire graph to avoid sub-optimal value learning caused by the sampling. We theoretically demonstrate the convergence to the optimal state value function of the VI algorithm on a highway graph.

As a model-based RL method, the highway graph still needs to be stored in the memory. There is a chance that the highway graph will be too vast to fit into memory. To solve this, we further replace the highway graph with a neural network-based agent obtained by re-parameterizing the value information of the highway graph.

We compare our proposed methods with recent model-based (Schrittwieser et al., 2020) and model-free (Mnih et al., 2015; Kapturowski et al., 2019; Schulman et al., 2017; Espeholt et al., 2018; Mnih et al., 2016; Lin et al., 2018; Hu et al., 2021; Blundell et al., 2016; Pritzel et al., 2017a) methods on four different categories of tasks. Figure 2 shows the speedups of our highway graph approach compared with popular baselines on four different environments. We can see our highway graph achieved on-par or better expected return with a speedup ranging from about 10 to more than 150, which serves as compelling evidence of the feasibility and effectiveness of the conversion to the highway graph. Additionally, the re-parameterized neural network as the agent of the highway graph achieved an extra 5% to 20% performance improvements because of the generalization ability of the neural network.

In summary, our paper makes the following key contributions:

- We introduce a graph structure that facilitates more efficient value learning, referred to as the highway graph, which enables long-range value propagation per learning iteration.

- We increase the training efficiency of the classic VI algorithm based on the highway graph. We also show theoretically the convergence to the optimal state value function of the improved VI algorithm on the highway graph.

- We re-parameterize the highway graph into a neural network as the policy with better generalization ability and lower storage cost.

- We empirically test the implemented framework on four categories of learning tasks and compare it to state-of-the-art RL baselines, showing that it drastically reduces training time, achieving a
speedup ranging from about 10 to more than 150, while maintaining an equal or superior expected return.

2 Related work

In this section, we will discuss how model-based and model-free RL methods learn the state value, and show the difference between these methods and our highway graph method.

Generally, model-based RL agents utilize the environment model, i.e. the state-transition graph, by two different approaches: value search and graph value iteration. Both of them use the model to conduct value learning. The goal of value learning is to propagate the value from terminal states to the starting states in the state-transition graph.

Value search methods use tree search algorithms (Schrittwieser et al., 2020; Kaiser et al., 2020), such as MCTS, for both agent training and action selection by simulation, which is usually a time-consuming process. The searching for the state value for action selection, i.e. planning, is usually conducted within a range on the state-transition graph, and the values of the leaf states of the searching tree are usually given by the state value function. The planning uses sampling strategies to estimate the value of the current state, which decreases the efficiency of the training, see Figure 3 (3).

Value iteration methods obtain the state values by retrieving from a previously maintained memory of the state-transition model (Tamar et al., 2016). Also, episodic control algorithms (Blundell et al., 2016; Zhu et al., 2020; Pritzel et al., 2017a; Hu et al., 2021; Zhu et al., 2020) are in this category. The episodic control algorithms maintain a memory to make decisions that explicitly store the transition information as a memory. During value updating, the maximum value of either all the future states (Blundell et al., 2016) or states of related trajectories (Zhu et al., 2020) will be used to update the current state’s value (Zhu et al., 2020). Such memory can also be parameterized to improve the generalization and performance (Lin et al., 2018; Pritzel et al., 2017b) which gives insight into the parameterized agent trained by memorized data.

Model-free RL algorithms do not explicitly learn the environment model but instead use sampled transitions from the replay to recognize the dynamics of the environment when learning the state value. The value-based and policy-based approaches are typical model-free RL algorithms.

Q-learning methods are typical value-based methods, like DQN (Mnih et al., 2015), which propagate the value of the next few states in the randomly sampled transitions to the current one in each update using n-step temporal difference error, see Figure 3 (1). However, not all valuable transitions are sampled for value updates. To solve this, a prioritized replay buffer was used to sample more useful transitions when training the agent Schaul et al. (2016). R2D2 improved DQN by using a recurrent encoder to obtain better state representations considering all past states in the episode (Kapturowski et al., 2019). The recurrent model considers the causal effect of the historical transition which gives us an insight into designing the encoder for the state.

Policy gradient methods update the value of states directly from the gradient of future value estimation from the sampled trajectories (Schulman et al., 2017; Che et al., 2023; Fatkhullin et al., 2023; Mnih et al., 2016),
Figure 4: Overall data flow of our highway graph RL method. The actor (on the left) sends the sampled transitions by the behavior policy to the learner (on the right) which (1) constructs the empirical state-transition graph with rewards (in Section 3.1); (2) converts the empirical state-transition graph to the corresponding highway graph (Section 3.2); (3) updates the value of state-actions in the highway graph by an improved value iteration algorithm and re-parameterize the highway graph to a neural network-based agent as the new behavior policy (Section 3.3).

see Figure 3 (2). The training efficiency can be improved by using distributed systems (Mnih et al., 2016; Espeholt et al., 2018).

During the value update of the model-free agents, inconsistent value updates may occur. The value updating of these methods heavily depends on the sampled transitions or trajectories, and if transitions from \(s_i\) with the highest value are not sampled, the updated value of \(s_i\) will bias to the real value. Often more sampling is required to overcome this bias, which leads to low training efficiency. In addition, it also makes model-free RL training inefficient since the value of terminal states is propagated to the starting states state-by-state.

Consequently, there are major differences between the highway graph and the above methods, see Figure 3 (4). First, the highway graph itself acts as a memory to store the transiting information, and during value updating, the value will be propagated throughout the entire graph, leading to complete value propagation on each learning iteration. Second, the value updating operation on the highway graph is only for the states of intersection (much fewer than the original states) and highways, instead of all states and transitions, to reduce unnecessary computation and therefore increase training efficiency.

3 Methodology

In this section, we will introduce a novel graph structure to model the MDP of the environment, named highway graph. The highway graph is built upon the empirical state-transition graph to accelerate value updating, as well as action selection for the environment, see Figure 4 for the overall data flow of our highway graph RL method.

3.1 Markov decision process and empirical state-transition graph

Generally, RL agents try to maximize the expected return when interacting with the environment (Kaelbling et al., 1996). The environment can be described as a Markov decision process (MDP) (Sutton & Barto, 2018) by a 5-tuple \((\mathcal{S}, \mathcal{A}, \mathcal{T}, \mathcal{R}, \gamma)\), where \(\mathcal{S}\) and \(\mathcal{A}\) denote the spaces for state and action, \(\mathcal{T}(s', a, s) = p(s'|a, s)\) is the probability of transition into state \(s'\) given current state \(s\) and action \(a\), \(\mathcal{R}(s, a)\) is the immediate reward of action \(a\) in current state \(s\), and \(0 \leq \gamma < 1\) is the discount factor. With known transition and reward function, the state value function of the policy at learning step \(u\) can be obtained by value update as follows,

\[
V^{(u)}(s) = \max_a \left[ R(s, a) + \gamma \sum_{s'} T(s', a, s) V^{(u-1)}(s') \right],
\]
where \( V(0)(s) \) can be initialized as 0. For deterministic environments, \( T(s', a, s) \) is constant and 
\[
\sum_{s'} T(s', a, s)V^{(u-1)}(s') = T(s', a, s)V^{(u-1)}(s')
\]

**Empirical transition and reward functions** For general RL methods, obtaining the transition and reward functions of the entire MDP is merely impossible. Only empirical state transitions and rewards, sampled from the environments, are used by the RL algorithms. Therefore, we provide a method that efficiently updates state values for the empirical transition and reward functions. The empirical transition and reward functions are defined as

**Definition 1** (Empirical Transition and Reward Functions). Given an MDP \((S, A, T, R, \gamma)\), assume that we sampled \(k\) samples \((s'_i, a_i, s_i, r_i)\) with some policy \(\pi\), then the empirical transition function \(\hat{T}\) is
\[
\hat{T}(s', a, s) = \frac{\sum_{i=1}^{k} 1(s' = s'_i, a = a_i, s_i = s)}{\sum_{i=1}^{k} 1(a = a_i, s_i = s)}
\]

and many consecutive transitions in the \(k\) samples form the trajectory \(l \in \mathcal{L}\) which is
\[
l = \bigcup_{i=m}^{n} \{(s'_i, a_i, s_i, r_i)\},
\]

where \(m\) and \(n\) is the beginning and terminal time step of \(l\). The empirical reward function \(\hat{R}\) is
\[
\hat{R}(s, a) = \begin{cases} r_i, & \text{if } \exists i \text{ s.t. } s = s_i, a = a_i, \\ 0, & \text{otherwise}. \end{cases}
\]

**Empirical State-transition graph** The empirical state-transition graph is from the empirical transition and reward functions which can be defined as

**Definition 2** (Empirical State-Transition Graph). Given an empirical transition function \(\hat{T}\) and an empirical reward function \(\hat{R}\), the corresponding empirical state-transition graph is given by \(\mathcal{G}_{\hat{T}} = \{S, \mathcal{E}_{\hat{T}}\}\), where \(S\) is the node set (i.e. each node corresponds to a state), and the edge \((s', a, s, \hat{R}(s, a)) \in \mathcal{E}_{\hat{T}}\) if and only if \(\hat{T}(s', a, s) > 0\).

In a deterministic environment, an action \(a_i\) given current state \(s_i\) uniquely determines the consequent state \(s_j\). Therefore, \(\hat{T}(s', a, s) \in \{0, 1\}\) in deterministic environments.

### 3.2 Highway graph

In our work, we convert the empirical state-transition graph into the highway graph with reduced states and transitions, shown in Figure 4 (2). What is a highway graph and how to obtain it are discussed in Section 3.2.1 and Section 3.2.2 respectively.

#### 3.2.1 Highway and highway graph

Naively, the value iteration algorithm requires iterating over a space of the whole empirical state-transition graph \((S \times A \times S)\) to reach the converged state value function, leading to a very high computational cost (van den Berg et al., 2012). To tackle this problem, we propose a new graph structure, named highway graph, which is obtained from the original empirical state-transition graph.

Instead of naively iterating over the whole empirical state-transition graph, we seek to merge various value updates to reduce the computations. The intuitive idea of the highway graph is to merge the non-intersection states in the empirical state-transition graph, which converts a path in between intersection states, into a highway (an edge of the highway graph) to reduce the overall graph size, see Figure 5. The intersection states (nodes in the highway graph), which fork, merge, or loop state transitions, remain the same in the highway graph. Within this smaller, yet equivalent, highway graph, we can define a new value update that
Figure 5: Intuitive idea of the highway graphs. The path without branching in the empirical state-transition graph can be merged as a highway. Value updating on the highway graph will be much less computationally extensive due to the dramatic reduction of the nodes and edges.

effectively merges a few value updates under the original empirical state transition graph. This leads to better efficiency since the highway graph is smaller, which means fewer value updates are required.

The edge from the merging, i.e. highway, denoted as \( h \in H \), is defined in Definition 3.

**Definition 3 (Highway).** Given an empirical state-transition graph \( \mathcal{G}_T = \{S, E_T\} \) that are constructed from a series of samples \( (s', a, s, r) \), if for some \( s, s' \in S \), there is only one trajectory \( l \) from \( s \) to \( s' \) in the empirical state-transition graph, then \( l \) between \( s \) and \( s' \) will be considered as a highway, denoted as \( h_{s,s'} \in H \):

\[
h_{s,s'} = l_{s,s'}.
\]  
(5)

Based on highways, the highway graph with shrunk graph size is defined in Definition 4. The merging to make the highways occurs for all possible nodes between non-branching paths, and only intersection nodes will be excluded. Thus, the highway graph is the minimal graph structure to fulfill identical value updating on the original empirical state-transition graph. The value propagation of state transitions will be replaced by a single operation on highways as much as possible, and the value updating process will consequently speed up.

**Definition 4 (The highway graph).** Given an empirical state-transition graph \( \mathcal{G}_T = \{S, E_T\} \) that are constructed from a series of samples \( (s', a, s, r) \), its corresponding highway graph \( \mathcal{G}_H = \{S_{\text{inter}}, H\} \) can be constructed as follows:

1. \( S_{\text{inter}} = \{s \mid \exists s'_i, s'_j \in S, s'_i \neq s'_j \neq s, \text{ such that there are transitions from } s \text{ to } s'_i (\mathcal{T}(s'_i, a, s) > 0) \text{ and from } s \text{ to } s'_j (\mathcal{T}(s'_j, a, s) > 0) \text{ in } E_T, \text{ or there are transitions from } s'_i \text{ to } s (\mathcal{T}(s, a, s'_i) > 0) \text{ and from } s'_j \text{ to } s (\mathcal{T}(s, a, s'_j) > 0) \text{ in } E_T\};

2. \( \forall s, s' \in S_{\text{inter}}, h_{s,s'} \in H \text{ if and only if there exist only one trajectory of } \mathcal{G}_T \text{ starts from } s \text{ to } s' \).

3.2.2 Highway graph construction

Based on this idea, we next give the incremental algorithm to continually construct the highway graph from the sampled trajectory \( l \). The entire algorithm can be divided into two phases: intersection detection and trajectory assembling, shown in Figure 6.

**Intersection detection** It aims to find all the intersection states and store them into \( S_{\text{inter}} \), which is initially an empty set, for the nodes of the highway graph. There are mainly two sources of intersection states. (1) it happens among new states of the newly sampled trajectory by revisiting previous states in the same sampled trajectory, denoted as \( S_{\text{interNN}} \); (2) or during the merge between the new trajectories and the existing old highway graph, denoted as \( S_{\text{interNO}} \).
The first type of the intersection state is given by Equation 6.

\[
S_{\text{interNN}} = \left\{ s_t : s_t, s_{t+1} \in l, s_t \in S_{\text{visited}}, s_{t+1} \not\in S_{\text{visited}} \right\} \cup \\
\left\{ s_{t+1} : s_t, s_{t+1} \in l, s_t \not\in S_{\text{visited}}, s_{t+1} \in S_{\text{visited}} \right\} \cup \\
\left\{ s_t, s_{t+1} : s_t, s_{t+1} \in l, s_t, s_{t+1} \in S_{\text{visited}}, (s_{t+1}, a_t, s_t) \not\in T_{\text{visited}} \right\},
\]

(6)

where \(S_{\text{visited}} = \bigcup_{k=0}^{t-1} s_k\) and \(T_{\text{visited}} = \bigcup_{k=0}^{t-1} (s_{k+1}, a_k, s_k)\) are the visited states and transitions of the current step \(t\) in the trajectory \(l\). Sets in different lines of Equation 6 are for the forking, merging, and crossing of the current trajectory respectively.

Another type of the intersection state is given by Equation 7.

\[
S_{\text{interNO}} = \left\{ s_t : s_t, s_{t+1} \in l, s_t \in G_H, s_{t+1} \not\in G_H \right\} \cup \\
\left\{ s_{t+1} : s_t, s_{t+1} \in l, s_t \not\in G_H, s_{t+1} \in G_H \right\} \cup \\
\left\{ s_t, s_{t+1} : s_t, s_{t+1} \in l, s_t, s_{t+1} \in G_H, \hat{T}(t+1, a, t) = 0 \right\},
\]

(7)

where \(s_t \in G_H\) means either \(s_t \in S_{\text{inter}}\) or \(s_t \in h (h \in H)\), and \(\hat{T}(t+1, a, t)\) is the transition function for any action \(a\) from state \(s_t\) to \(s_{t+1}\) of \(G_H\). The first two sets of Equation 7 indicate whether \(s_t\) or \(s_{t+1}\) of current trajectory \(l\) is in the existing highway graph \(G_H\) (either is the existing intersection or within a highway \(h \in H\)) that should be considered as possible new intersection nodes. The last set of Equation 7 is for the new intersections in an existing highway or is the existing intersections in the \(G_H\). Thus, the intersection states will be in Equation 8.

\[
S_{\text{inter}} = S_{\text{inter}} \cup \{ s_i : s_i \in S_{\text{interNN}} \cup S_{\text{interNO}} \}
\]

(8)

**Trajectory assembling**  This phase will split the new trajectory \(l\), by the newly found intersection states, and convert them into highways. If the intersection state is on the existing highway, this highway will be split into two highways by this state. After that, the intersection states and highways will be used to assemble the highway graph. Algorithm 1 shows the process of highway graph construction. The function \(\text{sort}()\) sorts the input set of states in ascending order according to the time step of the trajectory.

After the construction of the highway graph, the original MDP can be converted to a new MDP, which we call the highway MDP, defined in Definition 5. The transition and reward function of the highway MDP is different from the ones in the original MDP. The transition function of highway MDP is only for intersection states in the highway graph, and the reward function is for the aggregated reward of highways instead of individual states. The action in the highway graph for \(s_i\), which transits the agent to \(h_{i,j}\), will bring the agent from \(s_i\) to \(s_j\).
Algorithm 1 Highways graph incremental construction

Input: New trajectories $L$ and existing $G_H$
Output: The updated highway graph $G_H$

1. foreach $l \in L$
   
   2. Let source state $s_i$ be $s_0 \in l_0 = (s_0, a_0, s_0, r_0)$
   
   3. Find all intersection states $S_{\text{inter}}$ of $l$ using Equation 6 and Equation 7
   
   4. foreach current intersection state $s_j$ do
   
   5. Search sub-trajectory $l_{t_{ij}}$ that bridge $s_i$ and $s_j$
   
   6. Convert $l_{t_{ij}}$ into highway $h_{i,j}$ according to Definition 3
   
   7. if $s_j \in S_{\text{inter}}$ then
   
   8. if $h_{i,j} \not\in H$ then
   
   9. Let $H$ be $H \cup h_{i,j}$
   
   10. else if $s_j \in h_{m,n}$ where $h_{m,n} \in H$ then
   
   11. Let $S_{\text{inter}}$ be $S_{\text{inter}} \cup s_j$
   
   12. Split $h_{m,n}$ into $h_{m,j}$ and $h_{j,n}$
   
   13. Let $H$ be $H \cup \{h_{m,j}, h_{j,n}\} \setminus h_{m,n}$
   
   14. else
   
   15. Let $S_{\text{inter}}$ be $S_{\text{inter}} \cup s_j$
   
   16. Let $H$ be $H \cup h_{i,j}$
   
   17. Let source state $s_i$ be $s_j$
   
   18. Let $H$ be $H \cup h_{j,T}$ where $|l| = T$

19. return $G_H = \{S_{\text{inter}}, H\}$

Definition 5 (Highway MDP). The highway graph $G_H$ convert the classic MDP $(S, A, T, R, \gamma)$ into a highway MDP, denoted as $MDP_H = (S_{\text{inter}}, A, T_H, R_H, \gamma)$ and

$$T_H(s_i, a, s_j)_{s_i, s_j \in S_{\text{inter}}} = \begin{cases} 1, & h_{i,j} \in H \text{ and } a \text{ is the first action of } h_{i,j}, \\ 0, & \text{otherwise.} \end{cases}$$

3.3 Value updating and target policy

During value updating, we introduce the graph Bellman operator as the planning module to iterate values on the highway graph. After that, we discuss how highway graphs help to speed up value updating and act as the policy afterward to tackle the task in the environment, as shown in Figure 4 (3).

3.3.1 Value updating on the highway graph

Once the highway graph and its highway MDP are obtained, a more efficient yet accurate value update of all states can be performed based on value iteration.

Highway MDP shares the same properties as the classic MDP, and the state values during updating are still in a complete metric space shown by Lemma 1, and RL algorithms suitable for MDP can be applied to Highway MDP as well. Lemma 1, associated with Lemma 2, will be used to show the convergence of value updating on the highway, shown in Proposition 1.

Lemma 1. Denote the state value vector $v = \left[\hat{V}(s_1), \hat{V}(s_2), \ldots, \hat{V}(s_i), \ldots\right]^T \in V$, where $V \in \mathbb{R}^{|S_{\text{inter}}|}$, $\hat{V}$ is an estimate of state value function $V$, and $s_i \in S_{\text{inter}}$ is from Highway MDP, and define a metric $d(w, v) = \|w - v\|_\infty$ ($w, v \in V$), then $(V, d)$ is a complete metric space.

Bellman equation is widely used by temporal-difference learning (Sutton & Barto, 2018). Given the currently sampled empirical transitions from the environment, states’ values can be propagated within several time
Let \( u \) be 0
\[ 1 \text{ while } u < U \text{ do} \]
\[ \text{Update state value function } V_{\mathcal{H}}^{(u)}(s_i) \text{ using Equation 11} \]
\[ \text{Update state-action value function } Q_{\mathcal{H}}^{(u)}(s_i, a_j) \text{ using Equation 12} \]
\[ \text{Set } u = u + 1 \]
\[ \text{if } \sum_{s_i \in S_{\text{inter}}} \sum_{a_j \in A} \Delta Q_{\mathcal{H}}^{(u)}(s_i, a_j) < \delta \text{ then} \]
\[ \text{break} \]

Definition 6 (Graph Bellman operator). Denote \( \Gamma^1_i \) is the 1-order neighbors of \( s_i \) on the highway graph \( \mathcal{G}_\mathcal{H} \), i.e. \( h_{i,j} \in \mathcal{H} \) for \( s_j \in \Gamma^1_i \), and a max pooling function \( \Phi \) to retrieve the effective value propagated from the neighbor. Given the complete metric space \((\mathcal{V}, d)\), the graph-based Bellman operator is \( G(V(S_{\text{inter}})) : \mathcal{V} \to \mathcal{V} \), and \( G_i \) is
\[ G_i(V(s_i)) = \Phi_{s_j \in \Gamma^1_i} (R(s_i, a) + \gamma V(s_j)), \quad (10) \]
where \( s_i \in S_{\text{inter}} \).

Graph Bellman operator is still a contracting mapping given in Lemma 2.

Lemma 2. Graph Bellman operator \( G \) is a max-norm \( \gamma \)-contraction mapping.

According to the graph Bellman operator, the \( u \)-th value updating on the highway graph to obtain the state value and state-action value functions will correspondingly be
\[ V_{\mathcal{H}}^{(u)}(s_i) = \Phi_{s_j \in \Gamma^1_i} (V_{\mathcal{H}}^{(u-1)}(s_j) \cdot \gamma^{|h_{i,j}|} + r_{h_{i,j}}), \quad (11) \]
\[ Q_{\mathcal{H}}^{(u)}(s_i, a_j) = V_{\mathcal{H}}^{(u-1)}(s_j) \cdot \gamma^{|h_{i,j}|} + r_{h_{i,j}}, \quad (12) \]
where \( s_i, s_j \in S_{\text{inter}} \), and \( a_j \) is the action to \( s_j \) from \( s_i \). \( V_{\mathcal{H}}^{(0)}(s_i) \) and \( Q_{\mathcal{H}}^{(0)}(s_i, a_j) \) are initialized with zeros. The reward of the highway \( r_{h_{i,j}} \) is
\[ r_{h_{i,j}} = \sum_{t=1}^{|h_{i,j}|} r_t \cdot \gamma^t, \quad (13) \]
where \( r_t \) is the reward of the \( t \)-th state \( s_i \) in the highway. The value updating iterations of the empirical state-transition graph in Figure 4 (1) are shown in Figure 7, and the value of states are obtained by Algorithm 2. The process calculates the value of both intersection states and highways for \( U \) (less than \( \infty \)) rounds until the state value function reaches optimal.

Next, we analyze the convergence of highway graph value updating in Proposition 1, and we further give the speed advantages of value updating using the highway graph.

Proposition 1 (Convergence of value updating on highway graphs.). Let \((\mathcal{V}, d)\) be a complete metric space of the MDP \( \mathcal{H} = (S_{\text{inter}}, A_{\mathcal{H}}, T_{\mathcal{H}}, R_{\mathcal{H}}, \gamma) \), sufficient application of the graph Bellman operator \( G \) for value updating on highway graph, according to Equation 11, converges to a unique optimal state value function \( V_{\mathcal{H}}^{*} \).

Remark 1. The advantage of the highway graph is that it uses a much smaller highway graph to replace the original empirical state-transition graph. This replacement leads to high computational speedup. The time
complexity of value iteration on the original empirical state-transition graph is $O(|S| \cdot |A| \cdot |S|)$ where $|S|$ and $|A|$ are the numbers of states and actions of the empirical state-transition graph respectively. Highways merge trajectories without branching, and the number of states is reduced to $z = \frac{|S_{\text{inter}}|}{|S|}$. Consequently, the time complexity of value updating on the highway graph is $O \left( |S_{\text{inter}}| \cdot |A| \cdot |S_{\text{inter}}| \right)$, which is $\frac{1}{z^2}$ times smaller than that of vanilla value iteration algorithm.

3.3.2 Highway graph as the policy

Once the values of states are obtained, the highway graph will be used as the policy. An example of action selection by the highway graph is also shown in Figure 7. The selected action for the state may change during the value updating until the highway graph with optimal state values is obtained. The action will be accordingly generated by the policy in Equation 14 to interact with the environment.

$$a_{s_i} = \begin{cases} \arg \max_a Q(s_i, a) & s_i \in S_{\text{inter}} \\ a_{h_{i,j}} & s_i \in h_{i,j} \\ \text{random}(s_i) & s_i \notin G_H \end{cases} \quad (14)$$

where $a_{h_{i,j}}$ is the action recorded in the highway $h_{i,j}$, and random$(s_i)$ generate the action $a$ for $s_i$ by uniformed random sampling from the valid actions $A$.

3.3.3 Highway graph re-parameterization

Despite the compact nature of value updating, an important property of the highway graph is the increasing graph size during construction from newly sampled empirical transitions. Thus, it is required to use a neural network-based agent, derived from the highway graph, to interact with the environment. Ideally, a neural network-based agent can inherit useful state-action value information from the highway graph, and maintain the generalization ability of neural networks. To this end, we re-parameterize the state-action value of the highway graph to obtain a neural network-based agent to (1) reduce the storage cost for the growing highway graph; and (2) generalize the highway graph to more unknown states. By doing this the highway graph can be considered as a jump-starter for both model-free and model-based RL agent training at the early training stage, by providing the state transitions and its values.

Take the model-free Q-learning algorithm as an example, the highway graph can be re-parameterized as the initial state-action value function $Q_\theta(s_i, a)$ before continuing improvement using the Q-learning. A simple MSE loss between $Q_H(s, a)$ and $Q_\theta(s, a)$ can be used during re-parameterization. Denote $Q_\theta$ as the trained neural network-based agent utilizing the highway graph. The action $a_{s_i}$ generated by $Q_\theta$ for the $s_i$ will be

$$a_{s_i} = \arg \max_a Q_\theta(s_i, a) \quad (15)$$
4 Experiments

In this section, we first evaluate the expected return (accumulated rewards with discount) versus frames and computed time respectively on different categories of environments to answer the following questions: (1) is our proposed highway graph RL method suitable for both simple and complex environments? (2) can our method converge with less sampled experience/compute time to a policy yielding higher returns compared to other baselines? Next, we analyze the functionality and behavior of our method by investigating: (3) evidence of the structural advantage of the highway graph; (4) effectiveness and efficiency details of value updating on the highway graph; (5) the performance of the re-parameterized neural network-based agent.

Environments To better show the training efficiency advantages of our highway graph RL method, we only use one million frames of interaction from different types of Environments. Different random seeds are used to guarantee the deterministic assumption of the environments. Types of environments are listed below.

- **Simple Maze**: a simple maze environment with customizable sizes.
- **Toy Text (Towers et al., 2023)**: a tiny and simple game set, with small discrete state and action spaces, including FrozenLake, Taxi, CliffWalking, and Blackjack.
- **Google Research Football (GRF) (Kurach et al., 2020)**: a physical-based football simulator.
- **Atari learning environment (Bellemare et al., 2013)**: a simulator for Atari 2600 console games. These games are different, interesting, and designed to be a challenge for reinforcement learning.

Baselines We compare our highway graph RL method (HG) with different baselines for different environments based on difficulty and complexity. For Simple Maze and Toy Text, our method is compared with model-free Q-learning methods DQN (Mnih et al., 2015) and policy gradient method PPO (Schulman et al., 2017), as well as model-based method MuZero (Schrittwieser et al., 2020) to show the way different categories of RL methods update the state value (as shown in Figure 3) and the advantages of the highway graph. For more difficult and computationally demanding GRF environments, our method is compared with the high throughput Q-learning method R2D2 (Kapturowski et al., 2019) and policy gradient method IMPALA (Espeholt et al., 2018) to show the efficiency of value updating on the highway graph. The Atari games are important image-based environments for RL algorithm evaluation due to their versatility, so we take both classic methods including DQN, PPO, A3C (Mnih et al., 2016), and state-of-the-art episodic-control-based methods including EMDQN (Lin et al., 2018), GEM (Hu et al., 2021), MFEC (Blundell et al., 2016), NEC (Pritzel et al., 2017a) as the baselines for a more comprehensive comparison. The reason we include the episodic-control-based methods is that these methods also use a memory module of transition to speed up the value iteration which is similar to the highway graph RL method. In addition, we use RLlib (Liang et al., 2018) implementations for DQN, PPO, A3C, R2D2, IMPALA, and MuZero. Other baselines including NEC, MFEC, EMDQN, and GEM are obtained from its official repository. The network architectures and hyperparameters of different baselines are given in the Appendix.

Experiment setup Our method also adopts an actor-learner training scheme similar to SEED RL (Espeholt et al., 2020). The learner constructs the highway graph from the state transitions obtained by training actors interacting with the environment in parallel. Next, the evaluation actor uses the constructed highway graph to interact with the environment for evaluation. All the experiments were running in the Docker container with identical system resources including 8 CPU cores with 128 GB RAM, and an NVIDIA RTX 3090Ti GPU with 24 GB VRAM. The reported result of each experiment is from the averaged results among 10 different runs. To use the code of our highway graph RL method, please refer to https://github.com/coodest/highway-rl.
Table 1: The HG behavior on The Simple Maze. We evaluate the convergence to the optimal state value function of value updating on the highway graph on three maze environments of varying sizes. We show the total reward, average discount return, frames, and time taken until convergence, as well as the learning iterations for the convergence.

<table>
<thead>
<tr>
<th>Environment</th>
<th>Total Reward</th>
<th>Discounted avg. return</th>
<th>Frames used (M)</th>
<th>Wall clock time (min)</th>
<th>Converged learning iteration(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3x3</td>
<td>0.97±0.01</td>
<td>0.93±0.01</td>
<td>0.07±0.01</td>
<td>0.03±0.01</td>
<td>1</td>
</tr>
<tr>
<td>5x5</td>
<td>0.95±0.01</td>
<td>0.82±0.02</td>
<td>0.09±0.01</td>
<td>0.12±0.02</td>
<td>1</td>
</tr>
<tr>
<td>15x15</td>
<td>0.96±0.01</td>
<td>0.37±0.05</td>
<td>0.43±0.02</td>
<td>1.01±0.04</td>
<td>1</td>
</tr>
</tbody>
</table>

4.1 Comparison with baselines

4.1.1 Simple Maze

The Simple Maze environment generates a grid-like maze whose width and length can be specified. A sequence of adjacent grids not separated by a line constitutes a path, and the lines between grids are the walls that the agent cannot get through. The state of this environment at each step will be the current agent location, i.e. 2D coordinates, in the maze. The agent can move within the maze with up, down, left, and right actions. The RL agent needs to find a path from the blue/start point in the upper left to the red/terminate point in the lower right. Once the path is found, a reward of +1.0 can be obtained. A very small penalty (1/number of grids) will be applied for each move. The maze environments are configured in different sizes: 3x3, 5x5, 15x15.

The behavior of HG on different mazes is shown in Table 1. Although the time used varies, the optimal path to the desired location was found in all environments by the agent after a single iteration of value updating, and the training converged to the optimal policy within a minute. The state space of this kind of environment is relatively tiny (i.e. less than hundreds of states), so the highway can be constructed with no more than half a million frames and fulfill value iteration entirely on the GPU in parallel. The value iteration on the whole graph, instead of sampling part of the graph, makes sure the optimal value will be propagated accurately to all states after each value learning iteration.

Next, we compare the expected return of our method and other classic RL baselines, shown in Figure 8. The highway graph RL method is 20 to more than 1000 times faster than other baselines to solve the Simple Maze 3x3, achieves the best expected return on Simple Maze 5x5, and is the only method to solve the Simple Maze 15x15 within one million frames. Both the model-free Q-learning-based DQN and model-based value searching method MuZero exhibit instability and slow value learning, which cannot find a path to the desired location in Simple Maze 5x5 and 15x15 by using such a small amount of frames. This is because the sampled transitions may not always be in the optimal path when updating state values, preventing the optimal values from being propagated. This can be correct with much more sampling, but if the amount of sampled transitions is small, it is hard to update by the optimal value for states. Model-free policy gradient methods PPO and A3C outperformed DQN and MuZero in Simple Maze 3x3 and 5x5 with much fewer frames and time. However, PPO and A3C did not find the optimal path of Simple Maze 5x5 and 15x15 within one million frames. The reason is that the trajectories, used to update the state values, to the desired location sampled by PPO and A3C are not enough, and there is still improving space to obtain more precise state values. See Section 4.3 for more detailed analyses.

Consequently, our HG can update state values with values from the optimal future states to avoid inaccurate and redundant value updates for every learning iteration.

1https://github.com/MattChanTK/gym-maze
Figure 8: Expected return and efficiency comparison on 3x3, 5x5, and 15x15 Simple Maze environments. The lines and shaded areas are for the average values and the corresponding range (±) of standard deviations, and dashed horizontal lines show the asymptotic performance. Every row records the training curves over minutes and frames of the same experiments. The first and rest columns show the improved returns and training efficiency respectively.

4.1.2 Toy Text

Toy Text is more complex than Simple Maze since there will be many more paths to the desired location (Towers et al., 2023). We choose the deterministic CliffWalking and Taxi environments from Toy Text to evaluate the RL methods.

HG acts similarly when it is on Simple Maze, shown in Table 2. HG agent converged to the optimal policy and the optimal solution was found after one learning iteration within a minute.

The execution time and expected return of all methods are shown in Figure 9. HG achieved the best expected returns for all environments, and the growth rate of time over frames is the smallest among all methods,
Table 2: The HG behavior on Toy Text. We evaluate the convergence of value updating on the highway graph on three Toy Text environments to show the total reward, average discount return, frames, and time taken until convergence, as well as the learning iterations for the convergence.

<table>
<thead>
<tr>
<th></th>
<th>Total Reward</th>
<th>Discounted avg. return</th>
<th>Frames used (M)</th>
<th>Wall clock time (min)</th>
<th>Converged learning iteration(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Taxi</td>
<td>7.54±6.33</td>
<td>5.12±5.99</td>
<td>0.11±0.01</td>
<td>0.24±0.01</td>
<td>1</td>
</tr>
<tr>
<td>CliffWalking</td>
<td>-13.00±0.01</td>
<td>-12.88±0.01</td>
<td>0.10±0.01</td>
<td>0.30±0.02</td>
<td>1</td>
</tr>
</tbody>
</table>

Figure 9: Episodic reward and efficiency comparison on Toy Text environments. The lines and shaded areas are for the average values and the corresponding range (±) of standard deviations, and dashed horizontal lines show the asymptotic performance. Every row records the training curves over minutes and frames of the same experiments. The first and rest columns show the improved returns and training efficiency respectively.

according to the third column in Figure 9. For CliffWalking results in Figure 9 (a), MuZero firstly converted to a locally optimal policy which is worse than the optimal policy due to the lack of sampling and training. DQN and PPO gradually increased the ability to get higher scores until the global optimal was reached. A3C did not effectively find a solution within one million frames of training. CliffWalking is different from Simple Maze since most grid has paths to the desired location. Thus, most sampled transitions of DQN can propagate optimal values to the starting state. However, randomly sampled trajectories will fade and slow down the optimal value propagation of A3C for each state. For Taxi-v3, all baselines were unable to find the solution within one million frames, see Figure 9 (b). MuZero, A3C, and DQN converged to a local optimal policy, and more training is required for better behavior.

Thus, these environments are again examples to show our HG can update state values without inaccuracy and redundancy.
Figure 10: Expected return and efficiency comparison on 3v2, 5v5, 11v11 scenarios. The lines and shaded areas are for the average values and the corresponding range (±) of standard deviations, and dashed horizontal lines show the asymptotic performance. Every row records the training curves over minutes and frames of the same experiments. The first and rest columns show the improved returns and training efficiency respectively.

4.1.3 Google Research Football

Next, we test our algorithm on the more difficult and computationally demanding Google Research Football (GRF) (Kurach et al., 2020) environment to show the efficiency of value updating. Agents are evaluated on three customized environments of 3 vs 2, 5 vs 5, and 11 vs 11 with increasing difficulty. The 3v2 is the attacking scenario with three defenders and two offenders including one goalkeeper for both teams. The tasks of 5v5/11v11 are confrontation scenarios with 5/11 players on each side. We use the single RL agent to control all the players in the team on the left-hand side according to the player’s specific state at each time step, and the state is the SMM (Super Mini Map) feature (72 x 96 x 4) direct output from the GRF environment. Random seeds are used for environments to meet the deterministic assumption. There are two different rewards: goal reward and distance reward. If a team scores a goal, the simulator returns a
The expected return and execution time of different RL agents are shown in Figure 10. The HG achieved the best expected return and scored for all scenarios within one million frames. Both IMPALA and R2D2 cannot score goals in all scenarios because the input of these environments is more complex and requires more computation to update the value of states. IMPALA made more progress on all scenarios compared with R2D2. This is partially because, in a large state space, the states on the path to the goal have a higher chance of being chosen to update value by a policy gradient method than the Q-learning method. With the number of possible states becoming larger from 3 vs 2 to 11 vs 11, the learning efficiency of R2D2 correspondingly decreased.
Figure 12: Percentage of nodes and edges in the highway graph compared with its corresponding state-transition graph. The conversion into highway graphs dramatically reduces the size of both nodes and edges.

From the result on GRF environments, we can see the efficiency advantage of our highway graph RL agent. See Section 4.3 for more speed advantage of value updating.

4.1.4 Atari learning environment

The Atari games using the Atari Learning Environment (Bellemare et al., 2013) are also used to evaluate our proposed method. We randomly select 3 games with mainstream genera of Atari to train the different RL agents for one million frames. An environment seed is also used during initialization for all games to guarantee the deterministic property.

The state of Atari games may not be directly accessible, instead we got an observation from the environment. To solve this, we use a recurrent random linear projector on all the past observations of the episode, to obtain a more compact state representation for the highway graph. This projection does not affect the deterministic property of the environments. More details of the random linear projector are in the Appendix.

Next, we compare the total scores of different agents on different games, shown in Figure 11. We can see the expected return curve of HG is above all the baselines for every environment. It shows the value of states of a trained HG agent will be more accurate than other methods. Another advantage of HG is drawn on the efficiency. The growth rate of time over frames of HG is the smallest. Additionally, HG only used about 1/10 to less than 1/150 period of time compared to other baselines to get converged and finish the training.

Many episodic-control-based methods including EMDQN and MFEC show a high sample efficiency by achieving relatively high scores, but the training efficiency of these methods is low.

Consequently, the highway of HG improves the value iteration efficiency and value updating accuracy simultaneously on Atari games.

4.2 Structural advantage of highway graph

To investigate the advantage of our highway graph compared with the original empirical state-transition graph, we compare the size of nodes and edges for different environments, see Figure 12. The size of the nodes and edges of the highway graph is smaller than the original empirical state-transition graph. For example, the empirical state-transition graph of StarGunner has 234,521 nodes and 236,266 edges, whereas its highway graph only has 1,084 nodes (0.5%) and 2,829 edges (1.2%). According to Remark 1, \( z = 0.005 \ll 1 \) means the computation required by the value iteration will be theoretically reduced to \( \frac{1}{2.5 \times 10^5} \). Many environments, including all evaluated Atari games, have very few intersection states (nodes), which makes the highway graph small enough to be loaded entirely into GPU to update all known state-action values in parallel, and hence achieve a promising acceleration during training.
Figure 13: The state-transition graph (a) and its corresponding highway graph (b) of Custom 5 vs 5. The states in both (a) and (b) are blue cycles, highways in (b) are green arrows, and transitions are in grey. The nodes and edges in the highway graph are considerably reduced.

Figure 14: The 15x15 maze environment (left) and its state values on the corresponding highway graph (right, self-loops are not shown).

Simple tasks, such as Simple Maze and Toy Text environments, have a densely connected state-transition graph with a small state space of the empirical state-transition graph, whereas tough tasks observe a nearly tree-like state-transition graph structure, where states on different branches are not connected, with a large state space. This trend becomes more obvious as the complexity of the environment increases, since from a state, in a complex environment, it is not easy to move to a previously visited state. After converting to highways, many paths can be shrunk as highways to reduce the number of states and edges. Thus, the use of the highway graph to model and update the value can be less computationally extensive. A comparison of a highway graph and its original empirical state-transition graph for the Custom 5 vs 5 is shown in Figure 13.

### 4.3 Value updating advantage of highway graph

**Value updating completeness** This experiment investigates the distance between the values output by trained RL agents and the ground truth values of each state on Simple Maze 15x15 (225 states in total). Completeness indicates the percentage of state values that are identical to the ground truth. The distances and completeness of value updating of different methods are shown in Table 3. From the results, our method performs optimal value updating of this task, and all states’ values are updated ideally. The visualization of the learned HG model for the Simple Maze with a size of 15x15 is shown in Figure 14. The comparison methods cannot completely update the values of all states and many states have incorrect values.
Table 3: Value updating completeness. It shows the distance to the ground truth of the learned value after one million frames of training. Completeness indicates the percentage of state value that is identical to the ground truth.

<table>
<thead>
<tr>
<th>Method</th>
<th>Min Distance</th>
<th>Max Distance</th>
<th>Avg. Distance</th>
<th>Completeness (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PPO</td>
<td>0.24</td>
<td>0.99</td>
<td>0.53</td>
<td>1.88%</td>
</tr>
<tr>
<td>DQN</td>
<td>0.13</td>
<td>0.92</td>
<td>0.41</td>
<td>6.57%</td>
</tr>
<tr>
<td>HG (Ours)</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>100.00%</td>
</tr>
</tbody>
</table>

Figure 15: The million step/operation (Op.) per second of different value update iterations. The value update speed is the value propagation steps among the original empirical state-transition graph per training iteration. In each iteration, the highway graph is converted to an empirical transition graph to calculate the value update speed.

In the case of Simple Maze 15x15, the DQN cannot successfully find a path to the target location. We find this is caused by the design of Q-learning. The effective training of Q-learning-based algorithms relies on a considerable amount of high-rewarded samples in the replay buffer (the ratio of the high-rewarded samples is task-dependent). The training of the state-action value function of this kind of method is influenced by the sampled transition and its built-in target state-action value function. Using the high-rewarded samples, the state-action value function will be more close to the real situation. Later, the target state-action value function can be updated more reliably, and the agent training enters a virtuous cycle. However, if the high-rewarded sample is not enough, the target state-action value function will take more effect. The sampling in the Simple Maze environment is not necessary to always find high-rewarded samples, and more exploration may find samples with lower rewards due to moving penalties. That leads to an unusable target state-action value function at an early stage so that the entire Q-learning will fail.

Value updating speed advantage  We further show the value updating speed (the value propagation steps among the original empirical state-transition graph per training iteration). We use the Simple Maze with the size of 15 x 15 (225 states in total) and StarGunner to show the value updating speed. The results are in Figure 15. The speed of value updating on the highway graph is converted to value updating steps in the empirical state-transition graph, by counting the value updating operation for each transition. The results show the value updating speed of DQN is the slowest which is due to the N-step TD learning algorithm, where only parts of the states are sampled for the value learning. On the contrary, our HG always updates the entire graph, and HG reaches the $1159 \pm 31$ million Op./s value updating speed during the 10th value update in the StarGunner. HG’s value update speed gives evidence for faster convergence on previously evaluated environments.

4.4 Performance of re-parameterized neural network-based agent

Graph re-parameterization  Atari games require very large state-transition graphs to store the environmental information, and graph re-parameterization can help to reduce storage costs. To re-parameterize the
information in the highway graph, we use a very simple 2-layered MLP with 512 units in each layer to store the state-action value of the highway graph. The re-parameterized neural network-based agent is HG-Q. The relative performance of the expected return of the neural network-based agent HG-Q compared with the HG is shown in Figure 16.

From the result, we can see the neural network-based agent achieved an on-par performance compared with the agent built from the highway graph. Additionally, on Atari games, the neural network-based agent outperformed the highway graph by about 5% to 20%, which shows the generalization ability of the neural networks. These experiments indicate that the highway graph can be a jump-starter for other RL agents during the early stages of training.

5 Limitations

One of the important assumptions when designing the highway graph is that the state can be restored by observation. Thus, the highway graph does not suit partially observable and stochastic environments. (1) In a stochastic environment, from a specific state, the same action does not always lead to the same future state. In this case, the value updating of the highway graph will not be correct since the value will not always propagate in the same way. (2) In a partially observable environment, the state in the state-transition graph will not always be reliable, one state in the graph might link to two different real states, i.e. state conflict. When state conflict exists, value updating of the highway graph will be incorrectly caused by the same issue in the stochastic environment.

Experimental results on Blackjack support this idea. The goal for players of Blackjack in Figure 17 is to obtain 2 cards that sum to closer to 21 (without going over 21) than the dealer’s cards. The card the player gets every time is randomly selected, which makes the environment stochastic. We evaluate the expected
return of the highway graph of stochastic environment Blackjack from Toy text and the expected return will be unpredictable, resulting in a failed highway graph, see Figure 17. The found result is mainly caused by the state conflict, which means two different states will have the same representation and use the same node in the highway graph. The different nodes in the highway graph should be reacted differently, the state conflict prevents the agent from doing so and produces bad results.

6 Conclusions

The high cost of training RL agents has limited their research and applications. We explored an approach to significantly reduce this cost by applying the concept of highways in real-world transportation systems to the value-updating process of RL algorithms.

We introduced the concept of the highway graph structure, which is derived from the empirical state-transition graph and offers a significantly reduced state space. Furthermore, we demonstrated how this highway graph structure can be learned from sampled transitions and seamlessly integrated with a value iteration procedure to achieve an efficient value-updating process. Additionally, we provided theoretical evidence of the convergence to the optimal state value function of the value iteration on the highway graph.

In our experiment, We empirically evaluated our highway graph RL method on four categories of learning tasks and compared it with the state-of-the-art RL baselines, showing that it drastically reduces training time, achieving a speedup of about 10 to more than 150, while maintaining an equal or even superior expected return. We also re-parameterized the highway graph into a simple neural network-based agent that achieves on-par or better performance with a meager storage cost.

To make the highway graph RL method more versatile, future work can extend the highway graph to partially observable environments with stochastic features in nature. In addition, the highway graph’s aggregated and precise value updating can be integrated into different RL algorithms during value learning. By doing this, the value learning process of more RL algorithms can speed up using the highway graph.
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A Details of baselines

For Simple Maze, Toy text, and Google Research Football, we adopt a discount factor of 0.99, and for Atari games, we adopt a discount factor of $1 - 1e6$ since very long trajectories in Atari games are not suitable for recurrent random projectors.

We use the default hyperparameters for those from the official code including NEC, MFEC, EMDQN, and GEM, which were tested to be the optimal ones according to its original paper. MFEC uses an episodic memory module to learn the value, without using a neural network. Other methods are implemented by the RLlib, and we adopt the best hyperparameter settings by referencing the previous evaluation reported in the RLlib.

The network structure of different baselines depends on the environment observation spaces. If the observation is images (Atari games), a CNN encoder is attached to the front of the network, otherwise, a fully connected encoder is attached instead. For R2D2 and A3C, an LSTM encoder is used.

More detailed network architectures and hyperparameters of different baselines are:

- **DQN**: double DQN is used with dueling enabled. N-step of Q-learning is 1. A Huber loss is computed for TD error.
- **A3C**: the coefficient for the value function term and the entropy regularizer term in the loss function are 0.5 and 0.01 respectively. The grad clip is set to 40.
- **PPO**: initial coefficient and target value for KL divergence are 0.5 and 0.01 respectively. The coefficient of the value function loss is 1.0.
- **R2D2**: the LSTM cell size is 64 and the max sequence length is 20.
- **IMPALA**: the coefficient for the value function term and the entropy regularizer term in the loss function are 0.5 and 0.01 respectively.
- **MuZero**: the implementation uses four 16-layer MLPs to learn the transition, reward function, state value function, and policy to select the action.
- **NEC**: the network structure consists of a 3-layer CNN followed by a linear layer. The size of the DND dictionary is 500000, $\alpha$ for updating stored values is 0.1, and $\delta$ for thresholding the closeness of neighbors is 0.001.
- **EMDQN**: there are 3 convolution layers and 2 linear layers in the network.
- **GEM**: the network is constructed using 3 convolution layers and 1 linear layer.

B Random projection

Following the episodic control methods Blundell et al. (2016), we use a mapping function $F_S$, such as RNN, or CNN+RNN with randomly initialized fixed parameters, to obtain the state representation of MDPs, i.e. random projection. Random projection transforms the input to another lower dimensional space with the linear properties preserved. Although learnable functions show promising results (Mnih et al., 2015; 2016), the state representation is always changing during the entire training process, which increases the difficulties of convergence. Instead, random projection without a learning process will produce fixed state representations during the entire training, but its ability to represent complicated relationships between states is less powerful.

For Atari games, we adopt a simple static linear RNN to reduce the state uncertainty by using all the historical observations, and each state $s_t$ in the trajectory $l$ can be calculated by Equation 16.

\[
[s_t, h_t] = w_{random} * (o_t, h_{t-1}) + b_{random}(o_t \in l)
\]  

(16)

where $h_{t-1}$ is the hidden vector of RNN. First hidden vector $h_{-1}$ is randomly initialized. $w_{random}$ and $b_{random}$ is initialized with xavier initializer (Glorot & Bengio, 2010), and will not update afterwards.
C Proof of Lemma 1

Proof. According to Equation 1, the value distance of any two different state value function estimates $\hat{V}^1$ and $\hat{V}^2$ for a state $s_i \in \mathcal{S}_{\text{inter}}$ can be described by

$$|\hat{V}^1(s_i) - \hat{V}^2(s_i)| = \max_a \left[ \mathcal{R}(s_i, a) + \gamma \sum_{s_i'} \mathcal{T}(s_i', a, s_i) \hat{V}^1(s_i') \right] - \max_a \left[ \mathcal{R}(s_i, a) + \gamma \sum_{s_i'} \mathcal{T}(s_i', a, s_i) \hat{V}^2(s_i') \right].$$

For any two different points $w, v \in \mathcal{V} (\mathcal{V} \in \mathbb{R}^{|\mathcal{S}_{\text{inter}}|})$, we have two state value vectors

$$w = \left[ \hat{V}^1(s_1), \hat{V}^1(s_2), \ldots, \hat{V}^1(s_i), \ldots \right]^\top,$$

$$v = \left[ \hat{V}^2(s_1), \hat{V}^2(s_2), \ldots, \hat{V}^2(s_i), \ldots \right]^\top,$$

where $s_i, s_j \in \mathcal{S}_{\text{inter}}$. The difference between $w$ and $v$ can be described by the metric $d$ as

$$d(w, v) = \| \hat{V}^1(\mathcal{S}_{\text{inter}}) - \hat{V}^2(\mathcal{S}_{\text{inter}}) \|_\infty,$$

$$= \max_i |\hat{V}^1(s_i) - \hat{V}^2(s_i)|$$

$$= \max_i \max_a \left[ \mathcal{R}(s_i, a) + \gamma \sum_{s_i'} \mathcal{T}(s_i', a, s_i) \hat{V}^1(s_i') \right] - \max_a \left[ \mathcal{R}(s_i, a) + \gamma \sum_{s_i'} \mathcal{T}(s_i', a, s_i) \hat{V}^2(s_i') \right].$$

Thus, we denote $(\mathcal{V}, d)$ the metric space from highway MDP.

Next, we prove all Cauchy sequences of $\mathcal{V}$ have a limit. Let $(v^{(m)})$ and $(v^{(r)})$ be any two different Cauchy sequences of $\mathcal{V}$, i.e.

$$(v^{(m)}) = (v_1^{(m)}, v_2^{(m)}, \ldots, v_{|\mathcal{S}_{\text{inter}}|}^{(m)}),$$

$$(v^{(r)}) = (v_1^{(r)}, v_2^{(r)}, \ldots, v_{|\mathcal{S}_{\text{inter}}|}^{(r)}).$$

According to the definition of the Cauchy sequence (Khamsi & Kirk, 2011), for arbitrary $\epsilon > 0$, there exist $N$ when $m, r > N$ that

$$d\left(v^{(m)}, v^{(r)}\right) = \max_i \left| v_i^{(m)} - v_i^{(r)} \right| < \epsilon.$$

For any $i$, $\left| v_i^{(m)} - v_i^{(r)} \right| < \epsilon$, so $(v_i^{(m)})$ and $(v_i^{(r)})$ are Cauchy sequences of $\mathbb{R}$.

Since $\mathbb{R}$ is a complete metric space (Khamsi & Kirk, 2011), for arbitrary $i$, $v_i^{(r)}$ has a limit. Thus, we denote $\lim_{r \to \infty} v_i^{(r)} = v_i^*$, and we have $(v^*) = (v_1^*, \ldots, v_{|\mathcal{S}_{\text{inter}}|}^*)$, which means every element of $(v_i^{(r)})$ converged to a fixed point.

According to the definition of the Cauchy sequence, we have

$$d\left(v^{(m)}, v^*\right) = \max_i \left| v_i^{(m)} - v_i^* \right| < \epsilon.$$

The above relation shows that any Cauchy sequence of $\mathcal{V}$ converges to a fixed point.

Hence, $(\mathcal{V}, d)$ is a complete metric space. \hfill \Box
D Proof of Lemma 2

Proof. For any two different state value function estimates $\hat{V}^1$ and $\hat{V}^2$, we have two state value vectors
\[ w = \left[ \hat{V}^1(s_1), \hat{V}^1(s_2), \ldots, \hat{V}^1(s_i), \ldots \right]^T, \]
\[ v = \left[ \hat{V}^2(s_1), \hat{V}^2(s_2), \ldots, \hat{V}^2(s_i), \ldots \right]^T, \]
where $s_i \in S_{\text{inter}}$, and we study the metric $d$ for any $s_i \in S_{\text{inter}}$
\[ d \left( G(\hat{V}^1(s_i)), G(\hat{V}^2(s_i)) \right) = \left\| \Phi_{s_j \in \Gamma_i} \left( R(s_i, a) + \gamma \hat{V}^1(s_j) \right) - \Phi_{s_j \in \Gamma_i} \left( R(s_i, a) + \gamma \hat{V}^2(s_j) \right) \right\|_\infty \]
\[ \leq \gamma \left\| \hat{V}^1(s_j) - \hat{V}^2(s_j) \right\|_\infty \]
The metric for all intersection states $S_{\text{inter}}$ will be
\[ d \left( G(w), G(v) \right) \leq \gamma \| w - v \|_\infty. \]
Thus, the contraction property of the graph Bellman operator $G$ holds that
\[ d \left( G(w), G(v) \right) \leq \gamma d \left( w - v \right), \]
and $G$ is a max-norm $\gamma$-contraction mapping. \hfill \Box

E Proof of Proposition 1

Proof. The following proof will firstly give the convergence property for value updating on the highway graph, and prove the uniqueness of the convergence.

Property of convergence Given the complete metric space $(\mathcal{V}, d)$, for arbitrary $w, v, x \in \mathcal{V}$, the following properties (symmetry and triangle inequality) (Khamsi & Kirk, 2011) hold
\[ d \left( w, v \right) = d \left( v, w \right), \]
\[ d \left( w, x \right) \leq d \left( w, v \right) + d \left( v, x \right). \]
Lemma 2 has proved the graph Bellman operator $G$ a $\gamma$-contraction mapping for $\mathcal{V}$, i.e. $d \left( G(w), G(v) \right) \leq \gamma d \left( w, v \right)$, then for arbitrary $w, v \in \mathcal{V}$, we have
\[ d \left( w, v \right) \leq d \left( w, G(w) \right) + d \left( G(w), v \right) \]
\[ \leq d \left( w, G(w) \right) + d \left( G(w), G(v) \right) + d \left( G(v), v \right) \]
\[ \leq d \left( G(w), w \right) + \gamma d \left( w, v \right) + d \left( G(v), v \right). \]
Moving the term $\gamma d \left( w, v \right)$ to the left and dividing $1 - \gamma$ for both sides, we have
\[ d \left( w, v \right) \leq \frac{d \left( G(w), w \right) + d \left( G(v), v \right)}{1 - \gamma} \]
Next, for any $w \in \mathcal{V}$ we define a sequence $(G^{(n)})$
\[ \left( G^{(2)}(w) = G(G(w)), G^{(3)}(w) = G(G^{(2)}(w)), \ldots, G^{(n)}(w) = G(G^{(n-1)}(w)) \right). \]
Then, we study any two elements of the defined sequence $G^{(i)}(w), G^{(j)}(w) \in (G^{(n)})$ that

$$
    d \left( G^{(i)}(w), G^{(j)}(w) \right) \leq \frac{d \left( G^{(i+1)}(w), G^{(i)}(w) \right) + d \left( G^{(j+1)}(w), G^{(j)}(w) \right)}{1 - \gamma}
    \leq \frac{\gamma^i d(G(w), w) + \gamma^j d(G(w), w)}{1 - \gamma}
    = \frac{\gamma^i + \gamma^j}{1 - \gamma} d(G(w), w).
$$

Since $\gamma \in [0, 1), i, j \to \infty$ leads to $\frac{\gamma^i + \gamma^j}{1 - \gamma} d(G(w), w) \to 0$. So $(G^{(n)})$ is a Cauchy sequence of $V$. Given $(V, d)$ is a complete metric space proved by Lemma 1, where all Cauchy sequences will converge within $V$, the property of convergence of $(G^{(n)})$ hold consequently.

**Uniqueness of convergence** Assume the value updating of the state value function converged to some point $w^* \in V$, which satisfies $w^* = \lim_{n \to \infty} G^{(n)}(w)$. According to the graph Bellman operator $G$, we need to find that

$$
    G(w^*) = G \left( \lim_{n \to \infty} G^{(n)}(w) \right)
    = \lim_{n \to \infty} G \left( G^{(n)}(w) \right)
    = \lim_{n \to \infty} G^{(n+1)}(w)
    = w^*.
$$

We can use proof by contradiction. Assume there are two different points $w^*, v^* \in V(w^* \neq v^*)$ which satisfy $G(w^*) = w^*$ and $G(v^*) = v^*$, then we have

$$
    0 < d(w^*, v^*)
    = d(G(w^*), G(v^*))
    \leq \gamma d(w^*, v^*)
    < d(w^*, v^*).
$$

We find it contradictory that $d(w^*, v^*) < d(w^*, v^*)$, and therefore conclude that $G(w^*) = G(v^*) = w^*$.

Furthermore, we study that

$$
    d \left( G^{(n)}(w), w^* \right) = d \left( G^{(n)}(w), G(w^*) \right)
    \leq \gamma d \left( G^{(n-1)}(w), w^* \right)
    \leq \gamma^n d(w, w^*),
$$

which indicates the sequence $(G^{(n)})$ has a linear rate of convergence determined by $\gamma$.

From above, there is only one fixed point

$$
    w^* = \left[ V^*_H(s_1), V^*_H(s_2), \ldots, V^*_H(s_i), \ldots \right]^T,
$$

that the value updating will converge to, where $V^*_H$ is the corresponding optimal state value function for the fixed point $w^*$ of convergence. This shows that the state value function $V^*_H$ during value updating on the highway graph will converge to the optimal state value function $V^*_H$. \qed