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Abstract—We propose a multi-input multi-output fully convolutional neural network model for MRI synthesis. The model is robust to missing data, as it benefits from, but does not require, additional input modalities. The model is trained end-to-end, and learns to embed all input modalities into a shared modality-invariant latent space. These latent representations are then combined into a single fused representation, which is transformed into the target output modality with a learnt decoder. We avoid the need for curriculum learning by exploiting the fact that the various input modalities are highly correlated. We also show that by incorporating information from segmentation masks the model can both decrease its error and generate data with synthetic lesions. We evaluate our model on the ISLES and BRATS datasets and demonstrate statistically significant improvements over state-of-the-art methods for single input tasks. This improvement increases further when multiple input modalities are used, demonstrating the benefits of learning a common latent space, again resulting in a statistically significant improvement over the current best method. Lastly, we demonstrate our approach on non skull-stripped brain images, producing a statistically significant improvement over the previous best method. Code is made publicly available at [https://github.com/agis85/multimodal_brain_synthesis](https://github.com/agis85/multimodal_brain_synthesis).
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I. INTRODUCTION

Medical imaging technology is an important component of modern health care, and is widely used for diagnosis and treatment. There are a plethora of medical imaging techniques (e.g. X-ray, CT, MRI), and each has its own characteristics and nuances. Moreover, within Magnetic Resonance Imaging (MRI) technique, it is often possible to obtain images using different settings that essentially accentuate T1 and T2 content in the underlying tissue. In this work, we refer to these images of different contrast as modalities, and refer to our approach as multimodal (which in the context of MRI is seen as also multi-parametric). Image synthesis has attracted a lot of attention recently due to exciting potential applications in medical imaging; synthesised data for example may be used to impute missing images (e.g., as in [1]), to derive images lacking a particular pathology, which is not present in the input modality (for detection purposes, e.g., [2], [3]), to perform attenuation correction (e.g., [4], [5]), to improve algorithm performance on other medical imaging tasks, such as image segmentation and registration [1], [6], and others.

The current state of the art methods in image synthesis learn mappings between pairs of image modalities [7], [8], [9]. However, it is often the case that we have several modalities available (a typical clinical MR protocol collects a multitude of images), and taking advantage of their collective information could potentially improve synthetic results. In fact, different modalities highlight different anatomy (or pathology) in the body and, by using them together, it is possible to obtain better synthesis results through information sharing. For this reason, state-of-the-art methods use multi-input architectures [9] and obtain higher quality synthetic images. On the other hand, if a specific number of input modalities is mandatory for a model, then this reduces the number of applicable cases to the ones strictly containing this complete set of image modalities. To overcome this we propose a multi-input (and multi-output) deep neural network, which does not require all inputs in order to synthesise outputs, but can make use of additional inputs, when available, to achieve enhanced accuracy.

In this paper we propose a deep fully convolutional neural network model for MR synthesis. By synthesis here we mean a model that takes a number of images, showing the same organs in different modalities, as input, and outputs synthetic images of that same anatomy in one or more new modalities.
We approach the task using deep neural networks as they have previously produced impressive results in a large range of image processing tasks \cite{10}, \cite{11}, including promising results for brain synthesis \cite{7}. This is likely due to their ability to automatically learn richly structured hierarchical features \cite{12}.

Our model takes aligned images as input, making use of multiple modalities when available, allowing users to simply provide any of the available modalities at test time. We show that it outperforms state of the art neural network and random forest methods when trained on a single modality, with results improving further when additional modalities are given as input. Our end-to-end model, depicted in Figure 1, processes input images in three stages: encoding, representation fusion, and decoding. As each of these stages is independent, our model is modular, i.e., encoders and/or decoders can be added to accommodate additional modalities. Our contributions are:

1) We present a novel modular convolutional deep network for MR image synthesis that improves the quality of images synthesised from a single input modality compared to current leading methods.

2) We show that our model can combine information from multiple inputs to further improve synthesis quality.

3) By using a single shared decoder for each output modality and a custom loss function, we are able to learn a modality-invariant latent representation to which all input modalities are mapped. This renders the model robust to missing inputs, and avoids the need for curriculum learning \cite{14} during training.

4) We encourage the latent representation to capture the useful information in a simple way by restricting the size of the decoders.

5) We demonstrate that the model can be easily extended to new output modalities through the addition of decoders which can be trained in isolation.

6) We improve synthesis errors of pathological images by including information from lesion segmentation masks. In this setting, our model can also generate on request images with synthetic lesions by adding the affected region as defined by a segmentation mask.

7) We show that the model works for both skull-stripped and non-skull-stripped brain data, with no change required, demonstrating that the latent representation is flexible, and not overly tailored to a specific task.

The paper is organised as follows. Section II reviews relevant prior work. Section III discusses the requirements of a multi-input fusion method. Section IV details our model. Section V describes experimental setup and datasets used. We present results in Section VI and conclude in Section VII.

II. PREVIOUS WORK

Machine vision techniques have been extensively used in MR image processing for image synthesis. They can be broadly divided into those that use only one input modality (unimodal) and those that use more (multimodal). We discuss these below and mention some limitations. Since in the multimodal case latent representation learning becomes important, we also review key machine learning literature on this topic.

Unimodal: MR synthesis has often been treated as a patch-based regression task \cite{15}, \cite{16}, \cite{3}, \cite{17}. In this setting mappings are learnt, using various techniques, which take a patch of an image or volume in one modality, and predict the intensity of the central pixel of the corresponding patch in a target modality. The performance of these approaches has been shown to be aided by the addition of hand-crafted features that capture elements of the global structure of the image \cite{9}.

Another common approach to synthesis is the use of an atlas, such as in \cite{16}, \cite{2}, \cite{13}. Here, rather than learning a mapping, an atlas of image pairs is leveraged, and reconstructing a new volume from a source modality is achieved by matching the volume with the entries in the atlas of the same modality, and constructing the synthetic images from the corresponding atlas images in the target modality.

A sparse dictionary representation of the source and target modality has been proposed in \cite{19}, which synthesises new images with patch matching. In \cite{20}, joint dictionary learning is used to learn a cross-modality dictionary of the pair of source and target modalities that minimises the statistical distribution between them via optimisation. Image synthesis has also been treated directly as an optimisation problem in an unsupervised setting \cite{8}. The target modality candidates are generated by a search method and then combined to obtain a synthetic image.

More recently, neural networks have been applied to MR synthesis and segmentation, and like many of the sparse coding based methods, often they approach the problem as a patch based regression \cite{21}. The Location Sensitive Deep Network (LSDN) \cite{7} is a patch-based neural network that, given as input a patch and its spatial position within the volume, can learn a position-dependent intensity map between two modalities. Motivated by the observation that conditioning on the location in the volume greatly reduces the complexity of the intensity transforms needing to be learnt, LSDN has been shown to produce state of the art MR synthesis results. Another neural network approach is \cite{22}, in which a deep encoder-decoder network syntheses images of a target modality.

Neural networks have also been employed to synthesise pseudo-healthy images. In \cite{23}, a denoising variational autoencoder was used to synthesise pseudo-healthy images for the purpose of image registration. Using the denoising mechanism of \cite{24}, the variational autoencoder of \cite{23} models lesions as noise, learning to synthesise images without damaged tissues.

One main drawback of these approaches is their inability to robustly exploit multiple input modalities. In addition, patch- and atlas-based methods can be prohibitively slow at test time. Further, the overhead of having many unimodal models from an application standpoint is significant since all these different models have to be trained and maintained. Certainly, there could be a benefit to learning a single multi-purpose model.

Multimodal synthesis: Multimodal image analysis is on the rise, as evidenced by recent multimodal analysis methods for example to solve segmentation (e.g. \cite{25}, \cite{26}) or classification.
Our approach to latent representation learning is detailed in Section IV-D.

III. FUSION REQUIREMENTS

Many synthesis approaches learn to synthesise one modality from another. Thus, when \( n \) modalities are being considered, there exist \( n(n-1) \) possible one input one output synthesis tasks, and a separate model would be required for each one. This approach not only becomes infeasible as \( n \) grows, it also does not benefit from other input sources despite the fact they may be available. On the other hand, if the accuracy of a model is improved by leveraging multiple input modalities, but all inputs are required, the applicability is reduced to only those situations in which all required modalities are available.

The challenge is to build a model which can take as input any subset of the \( n \) image modalities to produce its output. The model we introduce here achieves this goal by approaching the task in three stages. Firstly, all inputs are projected into a shared latent representation space, then these latent representations are fused into a single representation and, finally, mapped to the required output modality. The fusion step (detailed in Sections IV-B and IV-E), can be performed on any number of latent representations and having all of the input modalities improves results.

IV. PROPOSED APPROACH

Our proposed model is a fully convolutional deep neural network, that can map multiple input modalities to multiple output modalities. It takes as input full 2D volume slices of any subset of its inputs, and synthesises the corresponding 2D slices in all output modalities. The model is trained end-to-end with gradient descent, and simultaneously learns both encoders and decoders. Through the use of a multi-component cost function the model is encouraged to learn latent representations that balance modality-invariance with the retention of
modality specific information. During the fusion step, the latent representations produced by each of the encoders are combined to form a single latent representation, which is then decoded to produce the final output. Below, we will first describe the three sections of our model in order: encoders, fusion method, and decoders. We then discuss in depth the importance of learning good latent representations, and detail our multi-component cost function, providing the motivations for each component.

A. Encoding

We learn one independent encoder for each input modality of our model, with an architecture as shown in Figure 2. The encoders embed single-channel input images into a multi-channel latent space. Specifically, if our input images are slices of size $W \times H$ then our latent representation is an $L$ channel image of that same size. We took inspiration from U-Net [33] to make our encoder modules. The idea behind the U-Net’s down-sampling followed by up-sampling and skip connection architecture is to allow the network to exploit information at larger spatial scales than those of the filters, whilst also not losing useful local information. In addition, skip connections facilitate gradient flow during training, as discussed in [34].

Our encoders are shallower than the original U-Net having only two downsample (and upsample) steps compared to U-Net’s four downsample (and upsample) steps. This reduces the training and run times for the model. Although the final quality of synthesis shown herein already outperforms the compared approaches, it may be possible to decrease the error further through the use of deeper encoders. We also replaced the ReLU with Leaky ReLU [36], as we found that the network is easier to train and it improves the quality of the latent representations. Throughout the network, we use a stride of 1, and pad the images by repeating the border pixels so that the final output has the same width and height as the original input. An encoder $f$ is trained for each input modality $X_i$ to learn the set of parameters $\theta_i$ (the network’s weights) that fully describes the map from the $i$-th input modality to the latent space $Z_i$. In our model we use a 16-channel latent representation. Experiments with different latent representation sizes showed that this produced good results, whilst keeping the model small enough to easily train (see Section VI-A).

B. Fusion

During the fusion step, our model uses a fusion operation, $\alpha$, to combine each of the individual representations produced by the encoders into a single fused representation, which we call $Z_{\alpha}$. It is this fusion step that gives the model its robustness to missing input data. In theory, $\alpha$ could be chosen to be any function that takes as input any number of latent representations, and returns a single fused latent representation. We want this fused representation to integrate information present in the various inputs, in a way that we not only preserve commonly represented features, but also retain unique features expressed in one modality but not the others. Additionally, the fused representation should be robust to varying numbers of inputs and if some input modalities are missing, it should accommodate such missing inputs. Specifically, the aim is that, given any subset of latent representations, we produce a fused latent representation that is at least as good as each of the constituent latent representations, in terms of synthesis quality.

To this end, we use the pixel-wise max function (1) to combine our latent representations into a fused latent representation. The use of the max means that, in each channel, each pixel of the latent representation has exactly the value of the corresponding pixel in one of the original latent representations. In particular, if the signal is large and positive in one constituent latent representation, then it will be chosen for the fused representations. Our fusion operator $\alpha$ is defined as:

$$Z_{\alpha} = \alpha(Z_1, ..., Z_n) = \max(Z_1, ..., Z_n),$$  \hspace{1cm} (1)

for $n$ input modalities and corresponding individual latent representations. The fused representation is exactly the same size and shape as the individual latent representations $Z_i$. The performance of this fusion method is intimately linked with the nature of the latent representations learnt, which is detailed in Section IV-D. Note that the use of max does not bias the method towards bright final outputs, as the intensities of the synthesised image depend on the decoding step.

Although we use max fusion in our model, there is potential to learn the fusion operation itself, for example by learning an additional hyper-parameter that interpolates between mean and max fusion. This may further regularise the model as non-max fusion allows gradient from the fused output to flow to all inputs, rather than just the max.

C. Decoding

The decoding stage of the model uses a fully-convolutional network to map the latent representation to a target output modality. Here the input is a multi-channel image-sized latent representation, and the output is a single channel image of the required modality. The exact architecture of our decoder
g is shown in Figure 3. We train one decoder for each output modality \( m \), learning the parameters \( \psi_j \), i.e. the network’s weights, to map the latent space \( Z_a \) to the \( j \)-th output modality. We kept the decoder shallower than the encoder to encourage the latent representation to contain the useful information in a simple way. Deeper decoders showed no considerable improvement, whilst increasing the computational overhead.

**D. Learning Modality-Invariant Latent Representations**

The nature of the latent representation learnt by our model depends critically on the cost function used to train it. We train our network to minimise a cost function constituted from three cost components which we will introduce below. The final cost drives the network to achieve three goals:

1) Each modality’s individual latent representation should produce all outputs as accurately as possible.
2) The latent representations from all input modalities should be close in the Euclidean sense.
3) The fused latent representation resulting from \( \alpha \) should produce all outputs as accurately as possible.

Together these constraints are sufficient to ensure that our architecture works well with a variety of fusion operations, as well as our pixel-wise max approach discussed in [IV-B].

It is the fusion step that gives the model its robustness to missing input data as the fusion operation \( \alpha \), can be applied to any number of latent representations, and always yields a single fused latent representation. However, the quality of this fused representation depends critically on both the latent representations produced by the encoders, and the nature of this fusion operation. As noted in [3], simply embedding inputs into the same representation space does not ensure that they share a meaningful latent representation. The embeddings, if not encouraged to do so, have no reason to use the latent space in a comparable way. If this is the case, then decoding one latent representation is distinct from decoding the other, and moreover, fusion becomes difficult, as operations such as taking the mean are no longer meaningful. Another way to state this same problem is that, if the different embeddings use the latent space in different ways, then in order to know how to decode a latent representation, you need to know from which modality it originally came, i.e. the meaning of the latent representation is dependent on its initial modality. Thus, in order to overcome this issue we need to produce a latent representation that is independent of the originating modality.

Let \( Z^k_a \) be the latent representation of image \( k \) in modality \( i \), i.e. \( Z^k_a = f(X^k_a|\theta_i) \). One requirement of our model is that any input alone should produce good synthesis results, since the model should work well with any subset of inputs, including a single input. Thus, if \( Y^k_j \) is the \( k \)-th image in our target output modality \( j \), then we want \( g(Z^k_a|\psi_j) \) to equal \( Y^k_j \) for every input modality \( i \). Essentially, each modality’s individual latent representation should produce all outputs as accurately as possible, when decoded.

**Cost component** \( c_1 \): This desire gives rise to the first component of our cost function. Given \( n \) input and \( m \) output modalities then our model is fully described by the parameters for the \( n \) encoders \( \theta = \theta_1, \ldots, \theta_n \), and the parameters for the \( m \) decoders, \( \psi = \psi_1, \ldots, \psi_m \). We define \( c_1 \) as:

\[
c_1(k|\theta, \psi) = \frac{1}{m} \sum_{i=1}^{m} \sum_{j=1}^{n} \text{MAE}(g(f(X^k_a|\theta_i)|\psi_j), Y^k_j)
\]

where \( X^k_a \) is the \( k \)-th slice of input in modality \( i \), \( Y^k_j \) is the corresponding slice in output modality \( j \), and \( \text{MAE} \) is the mean absolute error, where here the mean is taken over all pixels in the image. Note that we divide by \( m \) to average over all outputs. Thus, this cost can be seen as the sum of each input modality’s average reconstruction error across all outputs.

Note that decoders, \( g \), are shared, i.e. for each output modality there is exactly one decoder, which is used to decode the latent representations from each of the input modalities. This provides some encouragement for the encoders to come to a shared, modality-invariant representation during training. However, due to the highly non-linear, non-injective nature of the decoder, it is possible for very different latent representations (i.e. ones with a large Euclidean distance between them) to be decoded into very similar output images. Thus, although (2) encourages the latent representations to be mutually compatible with a shared decoder, it does not necessarily result in embeddings that share the same semantics. In order to ensure that we can meaningfully fuse latent representations, we exploit the fact that the input images are already highly correlated, since they are images of the same subject, and we directly encourage the encoders for the different modalities to produce similar embeddings for a given image.

**Cost component** \( c_2 \): To this end, we introduce a second cost that captures the desire that representations from all input modalities should be similar. Although what we really mean by similar here is related to both the details of the fusion operation \( \alpha \) and the decoder, we encourage the representations to be close under the Euclidian norm, as if they are sufficiently similar under this metric they will also be sufficiently similar in the required way. In order to bring all of the latent representations together, we minimise their mean pixel-wise variance (\( c \) and \( p \) index the channels and pixels respectively):

\[
c_2(k|\theta) = \frac{1}{|C||P|} \sum_{c \in C} \sum_{p \in P} \text{var}(f(X^k_a|\theta_1)_p,c, \ldots, f(X^k_a|\theta_n)_p,c)
\]

**Cost component** \( c_3 \): Although \( c_1, c_2 \) encourage the encoders to learn a shared, modality-independent latent representation, so far there is nothing to encourage this representation to be especially suitable for the fusion operation \( \alpha \) used in the model. In fact, so far the particular fusion method chosen has no bearing on the training of the network. The shared representation learnt should be admissible for a wide range of fusion options, but if we decide on a fusion operation in advance, then there is potential to learn a shared representation that works particularly well with that fusion method. As well as meeting the two constraints from above, there may also be sufficient flexibility in the final representation for it to specialise towards the fusion operation in use. To this end,
we include a final component in our cost function:

\[ c_3(k|\theta, \psi) = \frac{1}{m} \sum_{j=1}^{m} MAE(g(\alpha(f(X^k_1|\theta_1), ..., f(X^k_n|\theta_n))|\psi_j), Y^k_j) \]  

(4)

to directly encourage the minimisation of the reconstruction error from the fused representation. This is the only one of the three costs that involves the fusion operation \( \alpha \).

E. Other Approaches to Fusion

Our multi-component cost function encourages modality-invariant, yet informative, latent representation that can be used with a variety of fusion techniques. Here we discuss alternatives to our pixel-wise max approach (which we also compare with in our experiments).

**Latent mean fusion:** One simple way to fuse a number of latent representations is to average over them. With this approach to fusion, the final fused latent representation is simply the pixel-wise mean of the individual latent representations.

\[ Z_{\alpha} = mean(Z_1, ..., Z_n) \]  

(5)

This approach should work well if the individual latent representations are approximately noisy versions of a common latent representation. On the other hand, in situations where in one of the input modalities it is possible to detect details that cannot be seen in the others, this averaging would smooth out these details. Also, it is unable to preferentially select specific input modalities. Therefore, the information in the latent representation from a highly informative input could be partially lost through averaging with the latent representations from several other less informative inputs.

**HeMIS-like fusion:** One approach to the creation of a fused latent representation, introduced in [26], is to define the latent representation as the concatenation of the mean and variance of the individual latent representations \( Z_i \).

\[ Z_{\alpha} = concat(mean(Z_1, ..., Z_n), var(Z_1, ..., Z_n)) \]  

(6)

This method was shown in [26] to work very well for image segmentation, producing state of the art results. Our experiments using this fusion showed competitive results also for modality synthesis. HeMIS uses both the mean and the variance over the individual representations as its fused latent representation, and thus the decoder has information about where the latent representations most disagree, as well as their average value. However, it is still the case that all input representations contribute equally to the final latent representation. Unlike max fusion, HeMIS-like fusion can’t explicitly rely on more informative inputs. To achieve a 16-channel latent representation with this method we generate eight channels with the encoder, so that the concatenation of the mean and variance is sixteen channels.

**Output mean:** As a final baseline, we also compare with the results produced by taking the average of the synthesised images decoded from each individual latent representation \( Z_1, ..., Z_n \) independently. Thus, instead of decoding a fused representation to get a single synthesised output, we decode each individual representation into a synthetic image and take the average of those individual images.

V. EXPERIMENTAL SETUP

**Datasets:** We use three datasets to test our model. Firstly we used 28 pre-processed volumes from the *Ischemic Stroke Lesion Segmentation* (ISLES) 2015 challenge [3]. The volumes have been skull-stripped and re-sampled to an isotropic spacing of 1\( mm^3 \) (SISS) resp. and co-registered to the FLAIR sequences. The provided volumes were imaged in T1w, T2w, FLAIR and DWI. We also used data from the multimodal *Brain Tumour Segmentation* (BRATS) 2015 [4] challenge. Data are skull-stripped, co-aligned, and interpolated to 1\( mm^3 \) resolution. The dataset consists of high and low grade glioma cases, from which we used the latter containing 54 volumes, imaged in T1w, T1c, T2w, and FLAIR. Both datasets are released with segmentation masks of lesions. Finally, we used 28 volumes from the Information eXtraction from Images (IXI) dataset [5] which contains co-registered T1, T2 and PD-weighted images from healthy subjects, in order to evaluate our method in non-skull-stripped images. Our architecture uses 2D slice of the volumes. If not otherwise stated, we use axial-plane slices for our experiments (examples of which are in Figure [5]).

**Pre-Processing:** We perform all experiments on the data at its full resolution, trimming excess border pixels resulting in volumes of 224 \( \times \) 160 pixel images for the ISLES dataset, 240 \( \times \) 240 for the BRATS dataset and 256 \( \times \) 256 for the IXI dataset. Trimming is done to remove uninformative background areas, and is done in such a way that the resulting image size is divisible by 4, so that the two \( 2 \times 2 \) max-pooling, followed by the two \( 2 \times 2 \) upsampling operations of the encoder do not change the image size. We keep all slices, which is \( \approx 150 \), although the number of slices differs slightly between volumes. As a final pre-processing step we normalise each volume by dividing by the volume’s average intensity. As well as centralising all the volumes across all modalities to a mean of 1, this also keeps all values positive, all background values as 0, and maintains the slight differences in volume variance seen between healthy and unhealthy volumes. For our DeepMedic [25] test, we instead normalised the data by subtracting the mean and dividing by the standard deviation, as this is a requirement for the model.

**Training and Implementation Details:** We train our model w.r.t. a cost function given by the three constituent parts described in Section [IV]. Our final cost function is:

\[ \sum_{i=1}^{3} \sum_{k \in K} c_i(k|\theta, \psi). \]  

(7)

where K is the set of images in the current minibatch.

The model is trained using Adam [37] with default parameters, to minimise the cost w.r.t. the parameters \( \theta \) and \( \psi \). We use a batch size of 16 images. All our code is written in Python

---

4. [https://sites.google.com/site/braintumorssegmentation/home/brats2015](https://sites.google.com/site/braintumorssegmentation/home/brats2015)
three times: once to decode each of the two individual latent representations $Z_1, Z_2$, and once to decode the fused representation $Z_a$. At test time we use the synthesis result from the fused representation as our output. Here we write $Y_{1,i}$ to mean output modality $Y_1$ synthesised from latent representation $Z_i$.

with Keras and we run it using the Theano backend on a single NVidia Titan X GPU. We train all models using 5-fold cross-validation. For each cross-validation split, we divide the datasets into training, validation (used to determine when to stop training to avoid overfitting), and test examples. In each fold different test and validation volumes are used, and the remaining volumes are used for training. In the case of ISLES the training, validation and test sets consist of 22, 3 and 3 volumes respectively, with one unhealthy volume in each of the validation and test sets, and the remaining 7 in the training set. For BRATS, the training, validation and test sets consist of 42, 6 and 6 volumes respectively, except when using FLAIR images, when we excluded three volumes from the training set as large portions of those volumes were missing in the FLAIR data. For IXI, we use 22 volumes for training, 3 for validation and 3 for testing. Training takes around one hour for each ISLES and IXI split and two hours for each BRATS split. When trained, synthesising a volume with our model takes approximately one second.

Once the model has been trained its test-time structure is that shown in Figure 4. However, during training additional outputs are required for calculation of the cost in eq. 7 and thus the network has the layout shown in Figure 4.

**Benchmark Methods Details:** As well as comparing the results of our model with those produced by the various fusion approaches discussed in section VI-E we also compare with three synthesis methods detailed below:

**Modality Propagation (MP):** This is a standard benchmark for synthesis methods, which we implemented in Python to include as a baseline. All parameters are taken from the original paper. As it is prohibitively slow to synthesise a volume, and it has been shown that the method is outperformed by LSDN, we run MP on the ISLES dataset to show that it performs as expected, that is, with a slightly higher mean squared error that LSDN. See Table II for details.

**Location Sensitive Deep Network (LSDN):** We implemented the LSDN as described in 7. Specifically, we implemented the larger 400,40 neuron version (referred to as LSDN-2 in the paper) without the shrink-connect optimisation, as this is the variant shown to produce the best results in the paper. We train the model to minimise the mean squared error using stochastic gradient descent with a batch size of 128. This approach is slightly outperformed by [8] from the same authors. Here we compare with LSDN, as both LSDN and our approach are neural network based.

**Regression Ensembles with Patch Learning for Image Contrast Agreement (REPLICA):** Our final baseline method is REPLICA [9], a supervised random forest image synthesis approach which uses multi-scale features to achieve accurate synthesis results. As this method is able to handle multi-input situations, we compare it to our model in unimodal and multimodal settings. We implemented REPLICA in Python.

**Evaluation metrics:** To evaluate the performance of the methods, we use mean squared error (MSE), structural similarity index (SSIM) and peak signal-to-noise ratio (PSNR). Given two volumes $y, \hat{y} \in Y$, where $y$ is the ground-truth image in the output modality, and $\hat{y}$ is the prediction, the MSE is computed as: $MSE(y, \hat{y}) = \frac{1}{|\Omega_y|} \sum_{x \in \Omega_y} (\hat{y}(x) - y(x))^2$ where $|\Omega_y|$ is the set of 3D coordinates of pixels for modality $Y$, and $|\Omega_y|$ is the number of voxels in $\Omega_y$. SSIM is computed as: $SSIM(y, \hat{y}) = \frac{(2\mu_y\mu_{\hat{y}} + c_1)(2\sigma_{y\hat{y}} + c_2)}{(\mu_y^2 + \sigma_y^2 + c_1)(\mu_{\hat{y}}^2 + \sigma_{\hat{y}}^2 + c_2)}$ where $\mu_y$ and $\sigma_y$ are the mean and variance of volume $y$ and $\sigma_{y\hat{y}}$ the covariance between the volume $y$ and the prediction. Finally, PSNR is computed as: $10 \log_{10}(\frac{MAX^2}{MSE})$, where $MAX$ is the maximum pixel value of the image.

**Significance tests:** In order to assess our results we compare our method to the best baseline method in each experiment using a paired t-test and testing for significance at the 5% level. Significant results are shown in bold in the tables.

**VI. RESULTS AND DISCUSSION**

Here we present the results of a series of experiments examining our proposed model and comparing it to other approaches. In VI-A we first perform experiments to determine the number of channels to use in our latent representation. In VI-B we show the performance of our model on unimodal synthesis. Subsequently, in VI-C we demonstrate that adding inputs increases performance. We also demonstrate robustness to missing inputs comparing against individual models trained specifically for the inputs present. In VI-D we show the importance of each of the three components of our cost function. Next, in VI-E we proceed to demonstrate that we can train a new decoder for an unseen output without learning a new latent representation. In VI-F we show that our model can be used with other fusion methods. In VI-G we demonstrate that our model also works for non skull-stripped data. In VI-H we show that segmentation masks can be used to further improve our model’s results, and that they permit the generation of synthetic lesions. In VI-I we show that our model can synthesise images from views not seen during training, and also demonstrate that our synthetic volumes have off-plane consistency.

**A. Latent representation size**

We first ran experiments to determine the best latent representation size. Table I results show that the 16 channel latent representation outperforms both the 4 and 8 channel versions statistically significantly in both MSE and PSNR, and also by a small margin in SSIM. Thus, as the 16 channel representation
Experiment A: we train distinct instances of our model for each dataset, with T1, T2, DWI as inputs, and FLAIR as output. In inputs we compare two experimental setups using the ISLES C. Multimodal synthesis all metrics. Examples images are shown in Figure 5.

The results of both setups are reported in Table IV and a test example is shown in Figure 6. In the table we show in bold results where REPLICA is outperformed with statistical significance. Overall, in all three experiments, we observe the positive effect of multimodal inputs. With our model, this gain does not penalise flexibility as its performance when data is missing (Experiment B) is never worse than the performance of a model trained specifically for the fewer input case (Experiment A). This demonstrates that our model, due to the effectiveness of the latent representation, is able to exploit the input modalities when available, without becoming reliant on them. Our model outperforms REPLICA in 6 of the 7 experimental setups, with statistically significant improvements in 5 cases, when using one model with missing inputs (Table IV).

This experiment’s setup also allows us to compare our model for different input combinations. Three observations can be made: Firstly, T2 alone gives the highest error, and all other input combinations, (including T1 alone and DWI alone) result in statistically significant improvements over just T2. Secondly, in all two-input cases, the results are better than the results for the constituent modalities individually, and this improvement is also statistically significant in each case (e.g. when T1 and DWI are given as input the results outperform those for either T1 or DWI alone). Lastly, when T1, T2 and DWI are all provided as input the results are significantly better than in all other cases. To summarise: in all cases adding an additional input modality resulted in a statistically significant improvement, when compared to the results without that additional input. It is worth noting that, as all outputs are coming from the same fixed FLAIR decoder, these significant differences can be understood both as significant differences in the final outputs, and/or as significant differences in the

### Table I. Comparison of Different Sized Latent Representations for T1, T2, DWI → FLAIR

<table>
<thead>
<tr>
<th>Latent Size</th>
<th>MSE (μ)</th>
<th>SSIM</th>
<th>PSNR (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4 channels</td>
<td>0.184 (0.07)</td>
<td>0.866 (0.02)</td>
<td>31.61 (1.69)</td>
</tr>
<tr>
<td>8 channels</td>
<td>0.191 (0.08)</td>
<td>0.865 (0.02)</td>
<td>31.50 (1.72)</td>
</tr>
<tr>
<td>16 channels</td>
<td>0.171 (0.06)</td>
<td>0.869 (0.02)</td>
<td>31.10 (1.59)</td>
</tr>
</tbody>
</table>

The results achieved the best results, while keeping the network’s size manageable, we use it for our model in all experiments. Although we could optimally tune the latent representation size for each experimental setup, here we are interested in demonstrating that a single model can perform well in a range of tasks, and thus fix the latent representation size throughout.

### B. Unimodal synthesis

In our first experiment we train two unimodal models to generate T2 and FLAIR images respectively from T1 inputs. We repeat the experiment for the ISLES and BRATS dataset and compare our models with the benchmark methods described in Section IV. The results are presented in Tables II and III and show that our model outperforms the other methods. In addition, statistically significant differences are produced on the ISLES dataset for SSIM, and on the BRATS dataset for all metrics. Examples images are shown in Figure 5.

### C. Multimodal synthesis

To assess the performance of our method on multiple inputs we compare two experimental setups using the ISLES dataset, with T1, T2, DWI as inputs, and FLAIR as output. In Experiment A we train distinct instances of our model for each possible combination of T1, T2, and DWI inputs, synthesising FLAIR in all the cases. Thus, in total we train 7 different models: 3 unimodal, 3 bi-modal, and 1 tri-modal. As a baseline comparison we also train 7 REPLICA models for the same tasks. In Experiment B we take our trained tri-modal model from Experiment A, and at test time, provide different subsets of the inputs (e.g. only T1 images, only T2 and DWI images, etc), to evaluate robustness to missing inputs.

The results of all experiments are presented in Tables II and III and show that our model outperforms the other methods. In addition, statistically significant differences are produced on the ISLES dataset for SSIM, and on the BRATS dataset for all metrics. Examples images are shown in Figure 5.
fused latent representations. We also visualise the behaviour of our max-fusion operator $\alpha$ in the three input case. (Figure 7). As can be seen, all inputs contribute to the final fused latent representation, and the contributions of the different modalities are not related to tissue classes in a simple way.

### D. Influence of each cost component

Here we demonstrate that the robustness seen previously stems from the composition of our cost function. To show this, we evaluate the effect of each of the three components described in Section IV-D by assessing model performance when each component is individually removed. We train three models for synthesising FLAIR from T1, T2, DWI using the ISLES dataset, each with one of the cost components removed. These results, along with the results for training with the full cost function are shown in Table V. The best result is achieved when all cost components are employed. Specifically, without $c_1$ the synthesis result is very good when the model has all inputs, but considerably worse when inputs are missing. Without $c_2$, the results for single inputs are good, but results with multiple inputs are worse. Finally, when component $c_3$ is excluded from the cost, there is a slight degradation in the results with a single missing input, and when all three inputs are given the model is significantly worse. Thus, it can be seen that our multi-component cost enables the model to achieve high accuracy whilst retaining robustness to missing data.

The influence of the cost components can also be seen visually in the latent representations learnt by our model, see Figure 8. Observe the similarity of all latent representations that are selected from the max-fusion operator. The fourth image shows the result averaged over all 16. Note that this figure shows only which inputs are chosen, not the values of the latent representations themselves.

### E. Adding new decoders

One aim of our latent representations is to introduce modality invariance. This should allow adding inputs and outputs to

---

**Table IV. Synthesis of FLAIR images when training in the Experiment A and Experiment B setups.**

<table>
<thead>
<tr>
<th>Combinations of Input</th>
<th>MSE (FLAIR modality)</th>
</tr>
</thead>
<tbody>
<tr>
<td>✓ ✓ ✓</td>
<td>0.236 (0.12)</td>
</tr>
<tr>
<td>✓ ✓ no ✓</td>
<td>0.271 (0.14)</td>
</tr>
<tr>
<td>✓ no ✓ ✓</td>
<td>0.301 (0.16)</td>
</tr>
<tr>
<td>no ✓ ✓ ✓</td>
<td>0.252 (0.12)</td>
</tr>
</tbody>
</table>

**Table V. Synthesis of FLAIR images when training with different cost functions**

<table>
<thead>
<tr>
<th>Inputs</th>
<th>MSE (FLAIR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>✓ ✓ ✓</td>
<td>all costs</td>
</tr>
<tr>
<td>✓ ✓ ✓</td>
<td>0.236 (0.10)</td>
</tr>
<tr>
<td>✓ ✓ ✓</td>
<td>0.249 (0.12)</td>
</tr>
<tr>
<td>✓ ✓ ✓</td>
<td>0.228 (0.12)</td>
</tr>
</tbody>
</table>
an already trained network, with minimal performance change. Here we demonstrate that an additional output can be appended to an already trained network. We train a model with inputs T1 and T2, and outputs DWI and Flair. At test time, the mean squared error of DWI images is 0.218. Next, we train another model with the same inputs, but only Flair as output; to this already trained model, we add just a DWI decoder that we then train in isolation. The test error for DWI was 0.263, which is \( \sim 17\% \) higher, and not a statistically significant difference, compared with the previous case.

**F. Alternative fusion operations**

In this experiment we demonstrate that our model is still effective with other fusion methods, such as those described in Section [V-E]. To this end, we train one model for each of these fusion methods with T1, T2, and DWI as inputs, and FLAIR as output on the ISLES dataset. We get the best MSE with our max fusion method, which is equal to 0.171. HeMIS MSE is 0.178, while latent and output mean follow with 0.187 and 0.193 respectively. We also experiment with missing inputs with the HeMIS and latent mean fusion methods. On average, across all seven input combinations, our model achieved an MSE of 0.236 as shown in Table [VI] whereas HeMIS and latent mean achieved 0.239 and 0.246 respectively, demonstrating that the model still works well with missing inputs in these cases, but performs best with our suggested fusion approach.

**G. Non skull-stripped data**

In these experiments we explore the model in situations where the brain data has not been skull-stripped. As also discussed in [9], synthesising non skull-stripped volumes is difficult because of the intensity inhomogeneity in MR images caused by the dark skull regions surrounded by bright skin and fat regions. REPLICA [9], which is being used as a baseline has been demonstrated to be effective on non skull-stripped data, producing state of the art results, and we compare our method with this approach for evaluation. For this experiment we use 28 volume pairs of PD-weighted and T2 modalities of the IXI dataset. The results are given in Table [VI]. As can be seen, our method outperforms REPLICA, with statistical significance, in all three error metrics. Non skull-stripped example results are shown in Figure [9]. Although we initially used 28 subjects to be comparable to the ISLES dataset size, to demonstrate that our model scales well and benefits from more training data we trained our model on the full IXI dataset, which consists of 577 volumes (347 training, 115 validation and 115 testing). This significantly improved the performance (compare with Table [VI]), with MSE dropping to 0.067, and SSIM and PSNR rising to 0.872 and 35.20 respectively.

**H. Augmenting inputs with segmentation masks**

The ISLES dataset includes segmentation masks that delineate unhealthy regions. We provide the segmentation mask as an additional input channel. With this augmented input, the model can directly modulate its behaviour on affected regions. Specifically, when we train a network with DWI input and FLAIR output, we obtain a MSE of 0.303. When we train a similar network where the mask is provided as an extra channel in the input, the MSE reduces to 0.290. Even though the improvement is in the range of \( \approx 3\% \), we observed that affected regions in the synthesised images are sharper (also note unhealthy regions are only a small part of a few volumes).

With the same augmented inputs, we can also generate synthetic lesions. To achieve this at test time, we use the lesion mask from an unhealthy brain on a healthy brain, and then run the synthesis as normal. A visual example is shown in Figure [10]. We then train DeepMedic [25] to segment lesions using the FLAIR modality of the ISLES dataset as input. In order to test the quality of our synthetic images, we use DeepMedic to segment the synthetic lesion and get \( \approx 84\% \) accuracy (Dice coefficient) on a single test-case.

**I. View-transfer synthesis**

We demonstrate that our architecture can synthesise images (at test time) taken from a different perspective of the 3D

---

**Fig. 8.** A channel from the 16-channel latent representation of our model with T1, T2, DWI inputs. The first three images show the latent representations learnt by the three inputs, T1, T2, DWI respectively. The fourth column shows the fused representation. The high-intensity regions in \( Z_{T_f} \), which correspond to lesions, are preserved in the fused representation \( Z_o \) despite the latent representations \( Z_{T_f} \) and \( Z_{DWI} \) showing minimal or no lesion information.

---

**Fig. 9.** Non skull-stripped synthesis examples. The two rows show slices from different test volumes. The columns show the input PD image, the ground truth T2 image, the REPLICA synthetic T2 and our model’s synthetic T2 respectively. Our method can be seen to produce more accurate outputs.

---

**Table VI.** Results from PD to T2 synthesis on the non skull-stripped IXI dataset.

<table>
<thead>
<tr>
<th></th>
<th>REPLICA [9]</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td>0.293 (0.05)</td>
<td>0.129 (0.04)</td>
</tr>
<tr>
<td>SSIM</td>
<td>0.854 (0.03)</td>
<td>0.865 (0.03)</td>
</tr>
<tr>
<td>PSNR</td>
<td>28.93 (1.20)</td>
<td>32.92 (1.06)</td>
</tr>
</tbody>
</table>

---
volume. Here, we train a model with T1, T2 and DWI inputs and FLAIR output on axial-plane slices as normal, but we test on coronal view slices. An example result is shown in Figure 11. Observe that the synthetic image contains all the details including the ischemic lesion, seen in the other modalities and in the ground-truth FLAIR image, visually demonstrating transfer learning capabilities w.r.t. the point of views (axial-coronal planes in this example). Finally, as our method synthesises volumes slice by slice, we evaluate intensity consistency between slices in off-plane reconstructions. As the examples in Figure 12 show, consistency is good.

VII. CONCLUSION

We proposed a multi-input, multi-output end-to-end deep convolutional network for synthesis of MR images, capable of fusing information contained in different modalities. Most current synthesis approaches are single-input single-output and thus do not take advantage of the correlated information available within clinical exams. We designed a modular architecture composed of three parts: encoder, latent representation fusion, and decoder. These modules are learnt end-to-end, using a cost function that encourages representations to be modality-invariant, whilst the individual reconstruction error is kept low.

When trained with a single input, our method outperforms the current best methods in all three metrics in each experiment. In particular, significantly outperforming in SSIM in all experiments, and in all metrics on the BRATS dataset. We also demonstrate improved performance on non skull-stripped brain images compared to previous methods. When more inputs are added, the error is further reduced, and our approach is shown to outperform REPLICA statistically significantly in all multi-input experiments. We also show in our experiments that our architecture and cost function can be used in conjunction with various fusion methods, including the one proposed in HeMIS [26], and the model can be trained end-to-end without the need for the added complexity of curriculum learning [14]. We also demonstrate that the model is robust to missing inputs: for any subset of inputs it performs as well as a model trained specifically for the subset. Central to our design is the quest towards modality-invariant latent representations. This is achieved by via a cost function that aims to unearth shared information whilst still preserving unique (to a specific input) semantics. Such modality invariance has many benefits such as the ability to train new decoders (as demonstrated in VI-E).

We used MSE, SSIM, and PSNR as evaluation criteria, but these may not directly reflect diagnostic quality. Investigations of new, useful for synthesis, metrics, is an ongoing process in the community. Application-specific metrics are also sought-after and our application driven DeepMedic-based evaluation of pseudo-lesion synthesis points to that direction. This work used three datasets independently, but there is potential for combining information across many sources. This has benefited deep learning in many domains: its application in our context requires that we find suitable pre-processing schemes to alleviate intensity distribution differences between the different sources. Finally, we opted for encoders/decoders that were “small” and fast but still performed exceptionally well. Fine-tuning their design could improve performance further.

Although our approach outperforms the baseline methods in all three metrics, the images produced by LSDN appear sharper than those produced by our method. We believe this is a result of LSDN independently processing small $3 \times 3 \times 3$ voxel cubes to predict a single output voxel. However, although the LSDN approach promotes sharpness, the numerical results show sharpness does not necessarily translate to accuracy: it is certainly possible to have a very sharp, but inaccurate synthetic output. This said, we believe that in future work steps could be taken to improve sharpness of our model, for example through the use of perceptual similarity metrics [39].

Finally, our work here considers co-registered data and does not explore the effect of mis-registration between inputs. Recent preliminary findings on low resolution data, using a model similar to the one presented herein but with an additional registration layer [13], show that it is possible to add robustness to input misalignment.

In summary, we presented a multi-input, multi-output end-to-end deep convolutional network for synthesis of MR images, which we tested on three different brain datasets. We showed that the model is robust, performs well and can handle a variety of different challenges such as robustness to missing input, learning just a new decoder for an unseen modality and
even synthesising new (unseen) views of the data. We see that such multimodal models could be well placed to impute data on large databases (e.g. biobanks) w.r.t unimodal approaches. From a deployment perspective they are less complex (one vs many different models to deploy/maintain), more flexible (new outputs can be added with minimal training) and more importantly are robust by taking advantage of information across input modalities, without being reliant on any of them.
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