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Abstract
Learning robust and effective representations of visual data is a fundamental task in computer vision. Traditionally, this is achieved by training models with labeled data which can be expensive to obtain. Self-supervised learning attempts to circumvent the requirement for labeled data by learning representations from raw unlabeled visual data alone. However, unlike humans who obtain rich 3D information from their binocular vision and through motion, the majority of current self-supervised methods are tasked with learning from monocular 2D image collections. This is noteworthy as it has been demonstrated that shape-centric visual processing is more robust compared to texture-biased automated methods. Inspired by this, we propose a new approach for strengthening existing self-supervised methods by explicitly enforcing a strong 3D structural prior directly into the model during training. Through experiments, across a range of datasets, we demonstrate that our 3D aware representations are more robust compared to conventional self-supervised baselines.

1. Introduction
The visual stimuli processed by a binocular, actively moving, human observer provides direct information about the 3D world around them [21]. As a result, humans have a remarkable ability to perceive useful 3D shape cues, enabling them to interact and navigate adeptly in complex environments. Most impressively, the power of the human visual system is not understood to be a resulting property of supervised learning, i.e., it has developed thanks largely to ‘self-supervision’ [62].

While great advances have been made in the past decade in developing computer vision systems, their success can be mostly attributed to large-scale supervised representation learning. Moreover, current artificial vision systems are not yet nearly as robust as the human equivalent [19]. For example, existing commonly used architectures are known to heavily rely on texture cues, which results in sub-optimal generalization performance [19, 46]. Encouragingly, neural networks that also make use of more shape cues have also been observed to be more robust to different types of image distortions [19].

These observations point to two important questions that are potentially hindering our artificial vision systems: (i) how do we reduce the over-reliance on supervised labeled data and (ii) how do we encourage models to make greater use of shape information to improve their robustness? Thankfully, great progress has been made on the first question as we now have methods for obtaining effective visual representations through self-supervision alone, e.g., [2, 8, 31, 50, 70]. While methods exist for extracting shape-adjacent information in the form of depth using self-supervision from collections of image pairs [23] or video sequences [77], these approaches tend to require strong assumptions about the scenes they are trained on (e.g., smooth camera motion, static scenes, limited visual diversity, etc.). As a result, the current most effective approaches for predicting depth require explicit depth supervision during training [56]. Moreover, even when depth supervision is available, it is not trivial to use it to improve the performance on other tasks [65, 73].
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In this work, we attempt to address these combined challenges by proposing a new method to improve existing self-supervised representation learning approaches by enforcing these models to reason about object/scene shape during training. We build on recent advances in 3D generative modeling [6, 61] to develop a self-supervised reconstruction method that generates a 3D representation of the input image. Our model is trained with a self-supervised reconstruction objective, starting from an already trained self-supervised network (e.g., [50]). Given an input image, we first extract a global feature representation using a pre-trained backbone network and then predict a 3D representation of the scene depicted in the image. Then we reconstruct appearance and depth maps using volume rendering from the predicted 3D representation. We use the difference between the reconstructed image and the original input image, and the difference between the predicted depth map and its pseudo ground truth as our training objectives. We do not utilize any manual labels during training as we only require an unordered (i.e., not from videos or stereo pairs) collection of monocular images and their corresponding estimated depth from a previously trained depth prediction model [4] as input. To minimize the training loss, the learned image representation needs to capture details about the shapes of the objects depicted in the input scenes.

While conceptually simple, the advantage of our approach is that it works with monocular image collections and does not make strong assumptions about the types of images it is trained on. As a result, we can train it using standard representation learning datasets such as ImageNet [57]. Quantitative and qualitative results illustrate that our shape-aware representations are more robust compared to variants that are not shape aware on a variety of downstream tasks. See Figure 1 for a qualitative example.

In summary, we make the following contributions: (i) We explore the role of 3D information when performing self-supervised learning on unordered monocular image collections. (ii) We propose a new method that enhances self-supervised learned representations via a proxy task that explicitly encodes 3D knowledge during training. (iii) When applied to a range of robustness tasks, our approach obtains superior performance compared to baselines that do not make use of 3D information at training time.

2. Related work

In this section, we discuss related work in self-supervised learning, monocular shape understanding, and the role of shape in visual recognition.

**Self-supervised learning.** Recent approaches for deep learning-based self-supervised learning (SSL) in computer vision can be categorized into two groups: (i) predictive methods, where the learning objective depends solely on the input image, and (ii) discriminative approaches, which use additional images as inputs.

Predictive tasks include context prediction (e.g., patch or pixel prediction from a masked input image) [2, 7, 13, 31, 76], colorization of grayscale input images [75], inpainting of randomly selected areas [52], predicting image rotation [22], or object counting in the input image [48]. In contrast, discriminative approaches aim to learn representations that make the input image, and an augmented version of it, more similar to each other compared to other randomly selected images [8, 14, 26, 29, 49, 50, 70, 74]. Regularization to prevent trivial solutions [26, 50, 74] and selecting challenging negative examples [9, 30] are important considerations for these methods. It is worth noting that some of the above methods make use of both types of losses. For a more comprehensive overview of SSL approaches, we direct the reader to [27, 37].

One limitation of the above approaches is that their focus is on 2D representation learning. In this work, we aim to enhance the robustness of self-supervised networks by utilizing a 3D proxy task during training. Recently, [72] introduced a new dataset consisting of common everyday objects containing multiple images, from different camera viewpoints, for each object instance. Their dataset is significantly larger than existing comparable multi-view datasets (e.g., [34]). They use this data to perform view-consistent self-supervised fine-tuning and show that this pseudo-3D supervision results in better downstream image classification performance on their dataset. However, multi-view data of this form is still very cumbersome and time-consuming to collect and thus current datasets are still limited in their scope.

Recently, a new synthetic dataset named Photorealistic Unreal Graphics (PUG) [5] was introduced. It could be used as a source of multi-view data as the images are rendered using 3D assets. However, the images lack realism and the diversity of objects is still not on par with large scale 2D image collections. In this work, we show that it is possible to inject 3D information into a self-supervised model by training on single-view (i.e., not multi-view) image collections alone.

**Single-view 3D understanding.** Our approach uses a proxy monocular 3D reconstruction task during training to enhance SSL performance. There is also a body of work that aims to estimate 3D shape from monocular images where their focus is on generation and not representation learning.

Example existing works estimate partial 3D shape in the form of depth maps, i.e., per-pixel continuous depth predictions. These methods either use pseudo ground truth depth supervision during training [4, 56] or are trained without depth supervision via image reconstruction losses [18, 23, 24, 77]. Another line of work attempts to estimate the full 3D geometry of objects using 3D category priors using ex-
explicit representations like meshes [38], implicit representations like surface maps [28], or with skeletons [69]. The disadvantage of these methods is that they require strong category shape priors (e.g., a 3D deformable model of a human). More recently, there have been some category-centric works that attempt to relax the need for strong shape priors [1, 44]. However, these are still category focused and are thus limited to specific classes of objects that have well-defined shapes (e.g., animals or humans).

The specific choice of 3D representation (e.g., volume, mesh, or points) used by these methods can have a big impact on the quality of the 3D generated outputs and the computation required to train the model. In the last few years, implicit 3D representations parameterized via neural networks have become widely adopted for a range of 3D tasks [43, 47, 71]. However, conventional implicit networks can be very slow to train, which hinders their applicability to large-scale SSL. To address this, in this work, we make use of efficient implicit representations popularized by methods that perform 3D generative modeling from single image collections [6, 61].

Shape and semantics. Finally, we review work that utilizes shape information for visual recognition. It is well established, especially in the early years of cognitive development, that infants more heavily rely on shape cues compared to other cues such as texture during early category learning [42, 63, 64]. However, computational methods like CNNs [19] and Vision Transformers [20, 46] do the opposite. With more data, and bigger models, there is some evidence to suggest that this over reliance on texture may decrease [12], but it still does not fully disappear.

Prior to the wide adoption of deep-learning methods in computer vision, there were a large number of works that utilized (2D) shape information for recognition tasks. Examples include seminal works such as pictorial structures [17] and deformable templates [11, 16, 36, 53]. Subsequently, end-to-end trained approaches that did not use any structure or shape overtook these methods. However, recently a new set of methods have been developed that illustrate the benefit of using explicit shape information when combined with end-to-end learning methods for tasks like tracking [54] and action recognition [55].

Furthermore, recent studies have employed alternative forms of training data, such as styled images [19] and edge maps [45], to enhance shape awareness, albeit in a supervised context. In this work, we take inspiration from human cognition to add more shape information into our models by developing a proxy 3D reconstruction task to enhance SSL. To solve the resulting 3D reconstruction task, our model needs to learn more about the shape, and not just the texture, of objects during training.

### 3. Method

The aim of visual representation learning is to learn a function that can map an input image into a representation. This is achieved by optimizing an objective function on a set of training data. For self-supervised learning (SSL), the objective function is optimized without using human-provided supervision [2, 8, 31, 50, 70]. However, given the lack of large-scale and semantically diverse datasets containing 3D information, current self-supervised methods are typically limited to using 2D unordered image collection during training. As a result, the learned representations that emerge from models trained on 2D images are not necessarily fully capable of capturing all the properties of the 3D world [20].

In this work, we aim to improve these learned representations by using an additional proxy 3D task during training. Our aim is not to learn a new function from scratch, but to instead improve an existing pre-trained one.

#### 3.1. Background

Our goal is to learn a representation function \( f(\cdot) \), represented as a neural network, that can map an input image \( I \) into a representation \( h = f(I) \), where \( h \in \mathbb{R}^d \). This will be achieved by optimizing an objective function \( \mathcal{L} \) on a set of training data, without using any manually labeled data. We want to improve networks that are trained without supervision, since it has been shown in [25] that SSL-based backbones like DINOv2 [50] outperform supervised counterparts as a global image representation.

There are a large number of publicly available self-supervised models that can extract useful representations from 2D images. Therefore, instead of learning a new representation function from scratch, we utilize a backbone that is already pre-trained with 2D self-supervised methods such as DINOv2 [50], and improve it by training it on a new proxy 3D task.

#### 3.2. 3D aware robust representation learning

We use 3D reconstruction as our proxy 3D task, i.e., given an input monocular image, at training time, the network is tasked with reconstructing the 3D scene/objects depicted in the image. The intuition behind this is that for the network to successfully perform reconstruction, it must also learn 3D aware features from the input images. As we want the network to learn image representations that transfer well to a large variety of scenes, the input images should be visually diverse and the 3D representation should be able to model complex scenes with multiple objects and diverse backgrounds. Moreover, the reconstruction task should be relatively computationally efficient to enable large-scale training. While there are alternative approaches for generating 3D predictions from 2D images [33, 51], motivated by the need for efficiency we opted to use triplanes [6] as our 3D...
representation. Triplanes explicitly encode latent network features on axis-aligned planes. These features can then be aggregated via lightweight implicit feature decoders to perform efficient volume rendering for 3D reconstruction. Recently, [61] showed that triplanes can be used to generate 3D depictions of images for various types of scenes from visually diverse datasets such as ImageNet [57].

Formally, given an input image \( I \), we first extract a global image representation \( h = f(I) \) using a backbone feature extractor network \( f(\cdot) \). This backbone can be pretrained using a 2D self-supervised method. Then we use a decoder \( \Phi(\cdot) \) to generate triplane features from the representations of the input image. Note that we only require the decoder and triplane at training time and they can be discarded at inference as we only need to retain the backbone.

This decoder takes the backbone features as input and produces triplane features \( \varphi = \Phi(h), \varphi \in \mathcal{R}^{H \times W \times C \times 3} \). The decoder consists of two components, a set of learnable triplane embeddings \( \xi \in \mathcal{R}^{(h \cdot w \cdot 3) \times D} \) and upsampling blocks. As done in [58], we first apply cross-attention between the triplane embeddings and the image representation to obtain low resolution triplane features, \( \varphi' = \text{cross}(\xi, h), \varphi' \in \mathcal{R}^{H \times W \times C \times 3} \). Then we apply upampling layers, which consist of bilinear upampling and convolution operations, to obtain full resolution triplane features \( \varphi = \text{upsample}(\varphi') \). Different than [58], we do not employ any quantization or style mapping [40] as our goal is not to learn an unconditional generator, but to estimate 3D representation from the input image.

To perform volume rendering, we compute the radiance field using a simple two-layer MLP similar to [6, 61] using features from the triplane at specified 3D points. Note that as [6] and [61] are generative methods, and not representation learning approaches, they generate triplanes from random codes. In contrast, our approach generates triplanes conditioned on the input image’s representation \( h \) which is obtained from the backbone network. Using volume rendering from the triplane features, we produce the reconstructed image, \( I_{\text{rec}} \), and its corresponding depth map, \( D_{\text{rec}} \),

\[
I_{\text{rec}}, D_{\text{rec}} = \Pi(\Gamma(\varphi, \pi)),
\]

where \( \Gamma \) is the function that queries the radiance fields from triplanes conditioned on camera pose \( \pi \) which contains extrinsic and intrinsic parameters, and \( \Pi \) is volume a rendering operation [43]. We use a fixed camera pose in our experiments since we want to learn a viewer-centered 3D representation, which is shown to be more generalizable compared to object-centric representations [59, 66]. Moreover, as we reconstruct the whole scene with potentially multiple objects, the canonical pose is ambiguous.

Given that 3D reconstruction from a 2D image is an ill-posed problem, like 3DGP [61], we make use of 2D depth information to produce plausible 3D predictions. As ground truth depth maps are not available for large-scale, in-the-wild, datasets like ImageNet [57], we use pseudo ground truth depth maps obtained from off-the-shelf monocular depth methods such as ZoeDepth [4]. Different from 3DGP [61], we do not modify the depth reconstruction with...
an adapter, but use it as it is for computing a depth reconstruction loss.

Given the input image $I^i$ and its pseudo depth $D^i$, we simply train the decoder such that it generates a plausible 3D prediction that is capable of reconstructing them both using the following losses

$$L_{rbg} = \frac{1}{B} \sum_{i=1}^{B} \|I^i - I_{rec}^i\|_2,$$  \hspace{1cm} (2)

$$L_{depth} = \frac{1}{B} \sum_{i=1}^{B} \|D^i - D_{rec}^i\|_2,$$  \hspace{1cm} (3)

where B is the batch size. Here, $L_{rbg}$ and $L_{depth}$ represent mean squared error losses, that depend on the input image and its depth. An illustration of our overall pipeline is depicted in Figure 2. In addition to the reconstruction losses, we apply a L1 normalization loss for the density values the radiance fields, $L_{norm} = \sum_{i=1}^{B} ||\Delta^i||_1$, where $\Delta^i$ is the set of density values that calculated for all the queried 3D points for the image $I^i$.

3.3. Preventing forgetting

The benefit of our approach is that we can apply it to any self-supervised network that has already been pre-trained using 2D objectives. However, our 3D reconstruction objective might inadvertently bias the model towards the 3D task and force it to ‘forget’ the useful representation that it has already encoded. To prevent this, we add a knowledge distillation loss [35],

$$L_{dist} = \frac{1}{B} \sum_{i=1}^{B} ||f(I^i) - f_{teach}(I^i)||_2.$$  \hspace{1cm} (4)

Here, $f(.)$ is the representation function that we are optimizing and $f_{teach}$ is a frozen backbone that is already trained using a 2D self-supervised objective.

Our final overall training objective consists of a combination of four losses

$$L = \lambda_{rbg}L_{rbg} + \lambda_{depth}L_{depth} + \lambda_{dist}L_{dist} + \lambda_{norm}L_{norm},$$  \hspace{1cm} (5)

where the $\lambda$ values are weights for each of the respective loss terms.

3.4. Implementation details

**Backbone:** We implement our approach using different variants of standard Vision Transformers (ViTs) [15]. Unless otherwise stated, for each experiment we start with a backbone network that has been pre-trained with the state-of-the-art SSL DINOv2 [50] method. We first extract class and patch tokens from the last four layers of the backbone networks, and concatenate these features to obtain a global image representation which is of size $16 \times 16 \times D$, where D depends on the backbone architecture.

**Decoder:** To generate the triplane features, we combine self-attention with learnable embeddings and 2D upsampling convolution layers similar to [58]. We learn $16 \times 16 \times 3 \times 3$ triplane embeddings, and by applying cross attention and upsampling blocks we obtain our final triplane features that are of size $128 \times 128 \times 3 \times 3$. Finally, we reconstruct the image and depth map using volume rendering [3], which results in an output resolution of $256 \times 256 \times 3$ and $256 \times 256$, for the reconstructed image and depth respectively. For volume rendering, for each pixel we first sample a ray that passes through pixel location and sample 16 points along the ray to obtain 3D points that we want to estimate the radiance field. Similar to previous works [3, 61], we utilize importance sampling. Then, we bilinearly sample the feature of each 3D points from the triplane, and calculate the radiance field (occupancy and rgb color) using a two layer MLP and pass these values to the final rendering operation to obtain the final reconstruction.

**Training:** For our training dataset, we use ImageNet-1k [57] which contains approximately 1.2 million images depicting 1,000 object classes. We extract pseudo depth maps for all training images using ZoeDepth [4] with the DPT backbone. We optimize all of the components of the reconstruction network (e.g., backbone, decoder, and triplane embeddings) in an end-to-end manner using the Adam [41] optimizer for 10 epochs with a fixed learning rate of $1e^{-4}$. We set $\lambda_{rbg} = 0.1, \lambda_{depth} = 1, \lambda_{dist} = 1$ and $\lambda_{norm} = 1e^{-3}$ in all of our experiments. During training, we only use basic random crops and horizontal flip augmentations. We provide more details about our model and training in the supplementary document.

4. Experiments

The main goal of our proposed method is to enhance the robustness of existing representation learning methods. We first show how our method results in improved performance on several robustness benchmarks such as ImageNet-Rendition (Im-R) [32], ImageNet-Sketch (Im-Sketch) [68], and Photorealistic Unreal Graphics (PUG) [5]. We also perform experiments on conventional tasks like image recognition [57], fine-grained image classification [67], and depth estimation [60]. This is to illustrate that our approach does not decrease performance for other tasks at the expense of improving robustness.

After training the network with the proxy 3D task, we discard the 3D estimation components of the network and use the backbone representation function to extract global image representation from images $h = f(I)$. For evaluation, we train per-task decoder networks using a fixed representation function $y = \psi(h)$, where the form of $y$ and $\psi(h)$ depends on the specific downstream task. In each ex-
4.1. Robustness

Datasets. We present experimental results on benchmarks that are designed to test the robustness of methods in the face of various appearance related shifts. ImageNet-Rendition (Im-R) [32] contains 30,000 images of art, cartoon, graffiti, etc. from 200 ImageNet classes. ImageNet-Sketch (Im-Sketch) [68] contains 50 sketch images for each of the 1000 original ImageNet classes. These two datasets contain examples where the texture of the objects is significantly different compared to real in-the-wild photographs, which leads to a significant drop in performance in previous SSL methods [50].

Photorealistic Unreal Graphics (PUG) [5] is a dataset that is designed to evaluate the robustness of visual recognition models. It contains synthetically generated examples from 3D assets by controlling for factors like object texture, background, lighting etc. It has been demonstrated that state-of-the-art visual recognition models obtain inadequate performance on this dataset due to changes in appearance factors like object texture and size [5]. We report performance on these two main factors in our experiments.

The 3D Common Corruptions (ImageNet-3DCC) [39] dataset was created with synthetic corruptions with varying levels of difficulty using ImageNet validation images. Compared to previous datasets, it was constructed with synthetic augmentations, but it contains real images and realistic corruptions such as low lighting, flash, and motion blur which reflect real-world challenges for visual recognition models.

Protocol. All of the experiments that we present here are designed to measure the robustness of classifiers that are trained on ImageNet [57] classification data. Given this, we first train a linear classifier on top of various frozen backbones from DINOv2 [50] that are either enhanced via our method (‘+ 3D-Prior’) or not, using 1k ImageNet classes from the original training set. We then test the respective linear classifiers on various robustness datasets.

Results. In Table 1, we observe that our proposed method (‘3D-Prior’) improves the robustness of SSL methods on all robustness benchmarks tested, irrespective of architecture type. For instance, we improve the performance for the different backbone architectures on both ImageNet-Rendition and ImageNet-Sketch datasets, which contain highly challenging out-of-distribution examples. In particular, the performance of DINOv2 [50] using the ViTB/14 architecture is improved by 2% on both benchmarks. Furthermore, for the PUG benchmark, our method improved the performance of the models for object size and texture variation in all cases.

We also present results on ImageNet-3DCC dataset for various synthetic corruption types in Table 2. For each level, there is 5 different corruption levels, for simplicity we report averaged the top-1 accuracy for each corruption type. We observe slight improvement for corruption types like far focus, xy motion blur and z motion blurs. However, for other factors like low light, iso noise, we achieve performance that is comparable to the baselines.

We also present qualitative results in Figure 3. We illustrate some top-5 predictions from linear classifiers that were trained on top of representations from DINOv2, either with or without our method. For instance, the top left example is misclassified as a ‘starfish’ by the DINOv2-based classifier due to the color of the input image while our shape-aware approach correctly identifies the images as containing a ‘goldfish’ due to improved shape-bias.

4.2. Downstream tasks

Tasks and datasets. We present results on additional downstream tasks to show that our method does not lead to worse performance for other tasks at the expense of improved robustness. We report results for visual recognition on ImageNet [57], fine-grained classification using the iNaturalist 2021 [67] and depth estimation on NYU-DepthV2 [60].

Protocol. We follow the same evaluation protocol as in DINOv2 [50]. For ImageNet and iNat21 experiments we froze the backbone, and trained a single-layer classifier using the respective training sets and reported the top-1 validation accuracy. For depth estimation on NYU-DepthV2, we trained two different decoders on top of frozen backbone features, a single linear layer and a more complex DPT [56] decoder and followed the same training recipe from DINOv2 [50]. We also compare to the non-3D baseline numbers from [50].

Results. Results are presented in Table 3. For the visual recognition task on ImageNet-1k, we observe that linear classification performance is slightly improved for all the backbone architectures evaluated and the performance of the models on fine-grained classification for iNat21 is maintained. Furthermore, the performance on depth estimation is improved compared to the baselines, especially when we use a high-resolution DPT decoder on top of our learned representation.


<table>
<thead>
<tr>
<th>Method</th>
<th>color quant</th>
<th>far focus</th>
<th>flash</th>
<th>fog 3d</th>
<th>iso noise</th>
<th>low light</th>
<th>near focus</th>
<th>xy motion blur</th>
<th>z motion blur</th>
</tr>
</thead>
<tbody>
<tr>
<td>ViT-B/14</td>
<td>72.5</td>
<td>71.6</td>
<td>60.8</td>
<td>62.5</td>
<td>63.9</td>
<td>72.3</td>
<td>75.5</td>
<td>58.5</td>
<td>58.3</td>
</tr>
<tr>
<td>ViT-B/14 + 3D-Prior</td>
<td>72.6</td>
<td>72.0</td>
<td>60.7</td>
<td>62.7</td>
<td>63.3</td>
<td>72.3</td>
<td>75.8</td>
<td>59.0</td>
<td>58.7</td>
</tr>
</tbody>
</table>

Table 2. Robustness evaluation using frozen backbone features from DINoV2 [50] and their enhanced versions from our method on the ImageNet-3DCC dataset [39] using a ViT-B/14-based architecture. While our method improves robustness for corruptions such as ‘motion blur’ and ‘far focus’, there are cases such as ‘flash’ where we are slightly worse.

Figure 3. Here we compare top-5 predictions from linear classifiers that are trained on original DINoV2 [50] backbone features (shown in red) and our 3D enhanced approach (shown in blue) on various challenging examples from ImageNet-Rendition [32] and ImageNet-Sketch [68]. Our method results in more shape information being encoded in the representation and hence leads to classifiers that are more robust for these challenging out-of-distribution examples.

### 4.3. Shape bias

Similar to humans, we want our visual recognition models to pay more attention to shape cues compared to texture. As our proxy 3D task requires learning more shape-oriented representations, our hypothesis is that it should lead to representations that have more shape bias. We use the same experimental protocol and dataset from [19] to measure the shape bias of different models. The dataset contains various synthetically generated examples, where the shape of the object comes from one class and the texture of the object comes from another.

We measure the shape bias of representations from DINoV2 [50] before and after it is trained with our proxy 3D objective. The results are visualized in Figure 4. We observe that our method improves the shape bias of the original representations, which is the objective of our shape-centric 3D reconstruction task. Qualitative examples, where we compare predictions of models with and without our method, can be seen in Figure 1.

These results, combined with the robustness experiments, show that the hypothesis of improving shape bias to obtain more robust representations is valid. Furthermore,
We presented a new approach to enhance the robustness of visual representations from 2D self-supervised networks. Our method utilizes a conceptually simple single-view 3D reconstruction task to encourage learning more shape-aware 3D centric representations. One of the distinct advantages of our approach is that it can be applied to unordered single image collections as it does not impose any stringent assumptions on the types of images it is trained on. We show that incorporating shape-aware knowledge into the representation learning process enhances robustness when compared to alternatives that are not shape aware across a range of visual understanding benchmarks. We hope that our results will encourage a new line of self-supervised works that are designed to consider 3D representations during training.

\[\text{Table 4. Ablation experiments on various robustness benchmarks}\]

<table>
<thead>
<tr>
<th>Method</th>
<th>Im-1k</th>
<th>Im-R</th>
<th>Im-Sketch</th>
<th>PUG-Texture</th>
<th>PUG-Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>DinoV2</td>
<td>84.5</td>
<td>63.3</td>
<td>50.6</td>
<td>25.3</td>
<td>32.2</td>
</tr>
<tr>
<td>Ours</td>
<td>85.1</td>
<td>65.9</td>
<td>52.4</td>
<td>26.2</td>
<td>33.4</td>
</tr>
<tr>
<td>Ours w/o triplane</td>
<td>84.3</td>
<td>63.1</td>
<td>50.7</td>
<td>24.9</td>
<td>31.1</td>
</tr>
<tr>
<td>Ours w/o (L_{dist})</td>
<td>70.7</td>
<td>34.2</td>
<td>22.9</td>
<td>12.1</td>
<td>16.4</td>
</tr>
<tr>
<td>Ours from scratch</td>
<td>14.4</td>
<td>8.5</td>
<td>7.4</td>
<td>0.2</td>
<td>0.1</td>
</tr>
</tbody>
</table>

**Removing the triplane.** First we investigate if using an 3D representation in the form of a triplane with volume rendering is necessary or if training a basic depth and image decoder network on top of representations is sufficient. Here, we added a decoder which consists of multiple upsampling and convolution layers to predict depth and images. We observe a drop in performance on all benchmarks, but with a smaller drop on ImageNet. This experiment indicates that using an explicit 3D representation is crucial to improve the robustness of the learned representations.

**Removing distillation.** Next, we try to understand what happens if we do not employ a distillation loss. Without distillation, the model is free to forget useful representation that are already encoded in the 2D SSL backbone. To test this, we simply trained a separate model without the distillation loss. Removing distillation leads to a significant drop in performance across all benchmarks. This experiment shows that preventing the forgetting of already learned useful representations is essential.

**Training from scratch.** We also investigate if we can learn a global image representation using only the proxy 3D task. Here, we initialized the backbone network randomly (i.e., they are no longer pre-trained) and trained the network using only the image and depth reconstruction losses. The experimental results show that the learned representation is not meaningful and, by itself, the 3D reconstruction task is not a sufficient way to learn a global image representation.

**Amount of data.** Finally, we explore the impact of varying the size of the training dataset that is used for the 3D proxy task. [10] showed that 2D-based SSL methods benefit from being trained on larger unlabeled datasets, but that there are diminishing returns after a certain amount for the methods they tested. Similarly, we quantify how efficient our method is in terms of the training data size. For this experiment, we randomly selected 100k and 500k images from the ImageNet training set, and trained different instances of our model on these subsets using the same number of iterations as the full model. We report the results in Figure 5. Interestingly, compared to 2D self-supervised methods [10], the performance of our 3D enhanced models are not significantly impacted by the reduction in training data.

**4.5. Limitations**

One of the restrictions of our approach is the requirement for pseudo depth maps for each input image during training. Existing pre-trained monocular depth estimation models are used, e.g., [4, 56], and these pre-trained depth models only provide depth supervision and do not provide any semantic signal. Hence, these depth maps are free and easy to obtain for large-scale 2D image collections in an automatic way. More importantly, these types of depth estimation models have been demonstrated to be robust and generalizable to various settings.

**5. Conclusion**

We presented a new approach to enhance the robustness of visual representations from 2D self-supervised networks. Our method utilizes a conceptually simple single-view 3D reconstruction task to encourage learning more shape-aware 3D centric representations. One of the distinct advantages of our approach is that it can be applied to unordered single image collections as it does not impose any stringent assumptions on the types of images it is trained on. We show that incorporating shape-aware knowledge into the representation learning process enhances robustness when compared to alternatives that are not shape aware across a range of visual understanding benchmarks. We hope that our results will encourage a new line of self-supervised works that are designed to consider 3D representations during training.
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