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Abstract

Successful deployment of artificial intelligence (AI) in various settings has led to numerous positive outcomes for individuals and society. However, AI systems have also been shown to harm parts of the population due to biased predictions. We take a closer look at AI fairness and analyse how lack of AI fairness can lead to deepening of biases over time and act as a social stressor. If the issues persist, it could have undesirable long-term implications on society, reinforced by interactions with other risks. We examine current strategies for improving AI fairness, assess their limitations in terms of real-world deployment, and explore potential paths forward to ensure we reap AI’s benefits without harming significant parts of the society.

1 Introduction

AI approaches offer excellent performance in many practically important problems \cite{1,2,3}, but they can give biased and unfair predictions \cite{4,5}. AI is increasingly often deployed to high-stakes applications \cite{6,7}, where unfair predictions can lead to substantial disadvantage or harm to parts of the population. For example, AI has been used for deciding who to select for interviews \cite{10,11}, who should be given a mortgage \cite{12}, or who is more likely to repeat crime after leaving prison \cite{7,13}. Unfair decisions in such key areas can have a significant impact on one’s future.

We study the long-term social implications of unfair AI, from the perspective of continuous bias amplification stemming from new AI models trained on increasingly biased data. Biased AI models lead to biased outcomes in the real-world, which will serve as biased data for training new, more biased, AI models. Additionally parts of the population can experience bias from several sources, e.g. hiring and healthcare, and these combined can also put certain groups in increasingly large disadvantage over time. Overall this may lead to a feedback loop where new AI models become more and more biased.

If parts of the population are systematically marginalized because of biased AI models, they can be under severe stress, and they may try to resolve the situation by protesting against the deployment of such AI systems. If the institutions find it challenging to stop using biased AI, e.g. due to lack of employees or resources more broadly, disadvantaged groups may resort to escalating the situation. In this sense lack of AI fairness can act as a social stressor if the issues are prevalent and not addressed.

Deployment of insufficiently fair AI systems would likely be only one of several social stressors. Consequently, we study the interaction with other stressors, especially climate change that has increasingly significant impact on the society. The interaction among multiple social stressors can reinforce each other and result in more extensive tension in the society.

In addition to studying the social implications, we also investigate what approaches are being developed to improve AI fairness. We give particular focus on real-world deployment of fair AI models and identify that lack of fairness generalization across data distribution shifts can be a
Figure 1: We focus on the topic of fairness where we want to ensure that all groups receive unbiased and equal treatment so that no groups are harmed because of using AI.

key challenge. We discuss approaches for robust fairness, but we also discuss approaches from areas related to out-of-distribution robustness, including domain generalization and adaptation. We conclude by giving recommendations for further research that can be taken to improve the real-world impact of fairness.

2 Definitions of Fairness

Researchers have proposed a variety of ways to define fairness, and some of the most common include equalized odds, equal opportunity and demographic parity. The unifying theme of these metrics is that we want to ensure the same or similar probability of selected outcomes across all of the considered groups, which we illustrate in Figure 1.

Equalized odds for predictor \( \hat{Y} \), target \( Y \) and protected attribute \( A \) are defined for the binary case as:

\[
\Pr \left\{ \hat{Y} = 1 \mid A = 0, Y = y \right\} = \Pr \left\{ \hat{Y} = 1 \mid A = 1, Y = y \right\}, \quad y \in \{0, 1\}.
\]

The definition means \( \hat{Y} \) has equal true positive rate for demographics \( A = 0 \) and \( A = 1 \) if the outcome is \( y = 1 \), and equal false positive rates if the outcome is \( y = 0 \).

Equal opportunity is a relaxed alternative of equalized odds as it only requires non-discrimination within the advantageous outcome group:

\[
\Pr \left\{ \hat{Y} = 1 \mid A = 0, Y = 1 \right\} = \Pr \left\{ \hat{Y} = 1 \mid A = 1, Y = 1 \right\}.
\]

Compared to earlier demographic parity metric, the benefit of equalized odds and equal opportunity is that they do not require independence from the protected attribute. More broadly when deciding which metric to use, it is key to consider the suitability for the specific application.

In addition to specialized fairness metrics, we can monitor the worst-case performance alongside the average performance. More specifically we can measure the performance on the most challenging group or if the notion is less clear, we can use e.g. the most challenging 10% of the examples used for evaluation. Such way of evaluation can also be used for settings where we want to ensure fairness when deploying AI systems across different scenarios. It is related to Max-Min fairness where a model with smaller worst-case error is seen as fairer.

We further consider a stronger notion of fairness that is important when deploying models to the real-world: fairness that is robust under various data distribution shifts. AI models should not discriminate against any of the subgroups when deployed to real-world “in-the-wild” scenarios. We illustrate robust fairness in Figure 2 and we will also consider this notion when discussing current solutions towards fairness.

3 Social Implications of AI Fairness

We begin our analysis of social implications of AI fairness by introducing several high-stakes real-world examples where AI has been used already. We will then present a self-reinforcing feedback
loop mechanism where biased AI systems lead to biased outcomes, which then act as input data for further training of new AI systems. Over long periods of time this may lead to increasingly systemic social and economic marginalization of parts of the population. Such systemic marginalization could later become a substantial social stressor.

3.1 High-Stakes Real-World Applications

With the possibility to automate various time-consuming tasks and potentially improve upon imperfections of human decision-making, AI has been used for a number of high-stakes applications where fairness is important [4]. However, in many cases it has already been identified that the AI is unfair and causes harm to certain groups. High-stakes real-world applications where fairness matters and has already been compromised include the following:

- **Hiring for jobs**: biased AI has been used in the context of hiring in multiple ways, including filtering of CVs [10][11], evaluating video interviews [18] and delivering advertisements promoting jobs [19]. Type of employment has a large impact on one’s future, so it is key to ensure certain groups are not systematically disadvantaged (or given an advantage).

- **Finance**: AI can simplify the task of assessing if someone is likely to repay a loan or a mortgage, so such systems have already been deployed in practice. It has been shown that systems for making decisions about loans [20] or mortgages [12] can be significantly biased, for example making applicants of colour 40 to 80% more likely to be denied mortgage application compared to white applicants [12]. If a group of certain characteristics is unable to get a mortgage and is forced to rent, it can have a large impact on their well-being, especially if it means they have to find new accommodation often.

- **Public safety**: unfair AI systems have been used in various public safety contexts, including sentencing decisions [13][7] and children welfare [21]. More specifically, AI has been used to predict the risk of recidivism as part of the COMPAS system [13], and also as part of a tool applied to the particularly sensitive case of predicting juvenile recidivism [7]. Biased AI has also been used in the context of children welfare to perform screening of referrals for child protection [21].

- **Healthcare**: biased AI systems have been deployed for multiple healthcare applications. For example, health-management systems [22] have been shown to assign the same risk to black patients that are sicker than white patients. Biased AI has also led to underdiagnosis of under-served patient populations when applying AI to chest radiographs [9], and it also resulted in gender-biased computer-aided diagnosis [8].
Additionally, it is not only the high-stakes situations where AI has the potential to discriminate and treat people unfairly. There are also many situations where unfair AI can cause inconvenience. However, these can potentially act as a reminder that the person may have been treated unfairly by AI in some of the high-stakes situations.

Face recognition is one of the key areas that exemplifies such scenarios and shows the need for fair and robust AI models. For instance, earlier facial processing systems from leading tech companies performed significantly worse on black women than on white men [23, 24]. Widespread use of such models could lead to frequent inconveniences, for example if face recognition technology were utilized for workplace access. Other adverse examples include:

- Identifying criminals in public spaces using facial recognition technology, where the risk of misidentification could lead to reputational damage or legal charges for the affected individual.
- Implementing face recognition in airports, where failure to recognize an individual could result in additional time spent on alternative verification methods, such as waiting in a separate queue.

The concept of fairness is also important in the context of generative language models such as GPT-4 [25], LaMDA [26] and LLaMA [27], because the generated content can influence people and have real-world impact. We want to ensure the generated content is not biased and does not include prejudices about any parts of the population. Further we want to ensure that safeguards in the models are robust across different languages and cultures so that we do not risk, for example, harming parts of the society in countries that speak lower-resource languages.

### 3.2 Self-Reinforcing Feedback Loop

Deployed AI models influence the society, and the outcomes form part of the training data for a new generation of AI models. If the initial models are biased, they produce biased outputs that will be used for training newer models. It has been shown that AI models can amplify biases [28, 29], which means new AI models would be biased even more due to training on increasingly biased data. We illustrate this in Figure [3] where we show the resulting feedback loop. Because many biases become evident only after wide deployment of the system, it is key to consider what long-term implications AI-amplified biases could have.

![Figure 3: Biased real-world outcomes lead to increasingly biased data for training new AI models, resulting in a self-enforcing feedback loop.](image)

Let us explain the bias amplification on examples. For example, if jobs hiring decision AI is based on past hiring decisions, then bias against subgroups in the past can reinforce to more bias in the future. If criminal sentencing AI is biased against a subgroup, that subgroup has longer prison sentences, which may make them harder to re-integrate with society after release. This may increase their likelihood of repeat crime recidivism, which will be data that increases the bias of the sentencing-decision AI the next time it is trained.

A whole ecosystem of AI models that happened to be biased against a particular subgroup could lead to persistently worse social and economic outcomes for that subgroup. More specifically, it could lead to worse jobs, worse access to finance, longer sentences for equivalent crimes, worse health due to worse medical treatment, worse educational outcomes if the education AI is biased. These
biases then reinforce each other as e.g. worse health reinforces worse education and jobs. Over long periods of time that subgroup could become increasingly systemically socially and economically marginalized, which could become a significant social stressor.

There is a risk of compounding of negative effects due to the feedback potential between the AI system decisions and real-world data, which affects the training data for the next round of AI training. The level of bias may become increasingly more difficult to tolerate. Moreover, as the technology becomes widespread the infrastructure will be built around it, so it will be challenging to remove it from use even as people protest against it. This would ultimately create tensions.

3.3 Fairness Risk

We present a toy model to estimate the fairness risk at time $t$ after deployment of the first AI systems. The formula models the compounding of biases over time (similar to compounding of interest rates): 

$$
\text{risk} \sim \beta^t,
$$

where $\beta$ is the bias amplification rate of the AI models. When no bias amplification happens, $\beta = 1$, but because AI models have been shown to increase biases, typically $\beta > 1$. Over time the biases would amplify each other via repeated training of new AI systems on increasingly biased data. Such amplification of biases can lead to dissatisfaction with the AI systems and can act as a social stressor. Ideally we would like to have $\beta \leq 1$ so that AI decreases biases in the society.

3.4 Challenges with Avoiding AI Automation

Government budgets are typically tight [30], and ways to save resources are sought. AI offers ways to decrease costs [31–33] and if there is a crisis, institutions may be more likely to use experimental approaches that have not been fully assessed. If the technology is likely to benefit most of the population, it may be difficult to argue against its deployment, especially if it is hard to measure potential harm it can cause. In these cases, it is important to recognize effects across different groups. One can try to mitigate them by investing more resources into making the technology fair and robust. It is also important to note that AI-based solutions may become deeply embedded in the government software infrastructure and removing them once new significant biases are identified or if people start protesting, can be challenging.

In addition, automation using AI is not only about savings, it may also be inevitable due to shortages of employees to perform specific jobs [34]. For example, shortages have been reported in areas as diverse as construction, social work and transportation [35]. Shortages may not always be resolved by increasing the budgets because some jobs require hard-to-obtain skills or cause significant amount of distress, so using AI would be desirable also because of non-monetary reasons.

3.5 Interaction with Other Risks and Long-Term Implications

Unfair AI would be only one factor that would contribute to tension in the society. Another key driver of tension is likely to be climate change [36] and its implications [37], which include rising food prices or having to cover the costs of disaster responses. For example, large-scale drought in Syria is thought to have contributed to social stressors, which eventually led to an uprising in 2011 [38]. Syria is in civil war since 2011, already for more than a decade [39 40]. The case of Syria shows that a combination of multiple stressors that lead to uprisings can result in a long-term civil war, which is a prime example of country’s crisis. More broadly systemic unfairness, inequality and marginalization of parts of the population has a record of leading to radicalization [41], uprisings and in some cases destabilization of societies. High-profile examples where these were likely to be a factor include the French revolution [42], Indian independence movement [43] and recently the Arab Spring [44].

A combination of multiple social stressors such as climate change and biased AI are likely to reinforce each other, which we illustrate in Figure 4 [4]. Persistent deployment of biased AI in high-stakes applications can lead to increasing levels of tension in the society and erode trust in the institutions. At a certain level it may be significant enough that in interaction with other social stressors such as climate change it escalates. It is crucial to try to mitigate the social stressors to avoid any compounding effects.
Biased AI, climate change and other social stressors have the potential to be commonplace across many nations, which increases the importance of developing strategies that can mitigate them. Potential negative implications of social stressors can be alleviated, for example, by giving significant focus and funding to research that can develop suitable solutions.

4 How to Improve AI Fairness?

4.1 Approaches for Fairness

A large number of approaches for fairness has been proposed [4, 14], reflecting the significant importance of the field. Many of the recent methods try to alleviate bias as part of training the models, also known as in-processing [4, 14]. Key in-processing families of bias mitigation methods include:

- **Subgroup rebalancing** [45, 46] that over-samples minority groups and down-samples majority groups,
- **Domain independence** [47, 48] that uses separate classifiers for different subgroups,
- **Adversarial training** [49–51] that tries to train representations that make it difficult to identify different groups,
- **Disentanglement** [52, 53] methods that separate sensitive attributes and the useful attributes when constructing the representations.

Other families of methods for improving fairness also exist. [14] have identified that domain generalization approaches [54–56] can be useful for improving fairness. Domain generalization methods try to learn representations that directly generalize to new out-of-domain situations without any adaptation, which relates to the goal of obtaining strong performance across different groups present in the population. Further, pre-processing methods [57] try to remove bias from the dataset before training, for example by distorting the data [57] as simply removing the sensitive attributes has been shown to be insufficient [4]. Post-processing methods [58] modify the predictions of an already trained model to improve fairness with respect to the sensitive attributes.

4.2 Fairness Under Data Distribution Shifts

When deploying AI models to the real-world, it is key to ensure that the key properties of AI models hold in the presence of real “in-the-wild” data. Such data are likely to come also from data distributions different from ones seen during training, so robustness against distribution shifts is crucial. For example, healthcare AI systems can be trained on data from selected prestigious US hospitals, and deployed to hospitals of various quality across the US.

However, it has been shown that most existing fairness methods are only designed for in-domain settings and fail when data distribution changes [59][60][14]. Several approaches have been developed to tackle the challenge of fairness under distribution shift [61][62][59], but these consider adaptation to a specific domain, with only [63] presenting an approach that generalizes across domains.
institutions only consider if an AI system is fair for in-domain data, such AI models may still lead to significant biases when deployed in the real-world and cause harm to parts of the population.

It has been identified [14] that domain generalization approaches [54–56] can offer competitive performance in terms of fairness, so improving fairness of domain generalization methods can be a good way forward. However, it has also been shown that domain generalization is a challenging problem on its own [64], with many approaches performing similarly as simple training across many domains [65] if following a fair evaluation protocol. As a result, domain adaptation approaches that adapt pre-trained models to local data distributions can be more successful in terms of maintaining fairness and strong performance. Source-free domain adaptation [66–69] in particular can be practically valuable as it adapts a pre-trained model solely using unlabelled target domain data, without access to the source data. Efficient feed-forward approaches that perform adaptation without back-propagation [16, 70–72] can be especially useful on deployed devices.

4.3 Evaluation

Various benchmarks have been developed or repurposed for evaluating fairness. Key tabular fairness datasets include COMPAS [73], Adult Census [74, 75] and Diabetes [76], some of which are also available within the popular Fairlearn library [77]. Common computer vision fairness datasets include CIFAR-10S [47], CelebA [78] and IMDB face dataset [79]. Medical imaging datasets [80–82] have also been used extensively for evaluating fairness, with MEDFAIR [14] providing a suite of benchmarks to provide rigorous evaluation of fairness algorithms, including in-domain and out-of-domain scenarios.

Long term we believe it is key to develop new more extensive benchmarks that test both in-domain and out-of-domain scenarios, similar in scope to MEDFAIR [14] but covering various areas for which AI fairness is crucial. Because it has been observed that real-world datasets are often biased, synthetic datasets may be highly useful in the future. Synthetic data would enable us to design what unbiased outcomes look like and train models on them, improving fairness and robustness [83]. Once the model is trained with synthetic data, it can be fine-tuned using curated real-world data that does not need to be as plentiful.

4.4 Recommendations for Research and Deployment

Considering the significant impact that AI fairness can have on the future of our society, there are several steps that both AI researchers and practitioners can follow to mitigate negative impact:

- Develop a deeper understanding of the distinct role of different sources of algorithmic bias (such as differing sub-population size and label frequencies, label-noise imbalance, spurious correlations [4, 14]), and how these interact with various notions of fairness relevant in different social contexts (equality of opportunity, max–min fairness).
- Develop a science of iterative bias amplification that will help us understand how decisions made by current AI systems (which determine the training set of future AI systems) affect the evolution of AI bias and fairness in the long run.
- Develop new benchmarks and simulators that will allow us to more rigorously benchmark AI for bias and fairness, both in-domain and out-of-domain, and for single and multiple rounds of training.
- Develop new foundational synthetic datasets that can be used for fair pre-training of AI models.
- Develop new AI training and inference algorithms that lead to robust improvements in fairness. These should address both single and multiple rounds of training, as well as ensuring fairness when deployed to real-world situations with distribution shift compared to the training data.
- Monitor deployed AI systems as they influence people in the real-world to ensure any significant biases are identified and resolved early.

More speculatively AI could also be used to mitigate biases present in the society, for example by evaluating content for bias and alerting users about it.
5 Discussion and Broader Recommendations

5.1 Importance of Fair AI systems

In order to create a fair and inclusive society, AI developers and researchers need to focus on enhancing the fairness and robustness of their models. This encompasses several key aspects:

- Regularly testing and refining AI models to minimize biases and optimize performance across various populations.
- Promoting transparency in AI development by allowing external audits and assessments of model performance.
- Engaging with stakeholders, such as affected communities, to better understand potential risks and address any concerns.
- Implementing clear guidelines and regulations to direct the ethical use of AI technologies, particularly in high-stakes applications such as healthcare, finance and law enforcement.
- Investing in research and tools for evaluating the capabilities of existing systems to prevent undesirable behaviour. This may involve “red teaming” or other role-playing techniques that can help identify potential unintended consequences of current methods, which could become real issues in the near future if not addressed.

5.2 Role of Governments and Organizations

Governments and organizations are pivotal in promoting AI fairness and addressing its potential societal consequences. Their involvement can manifest in various ways, including:

- **Policy development:** establishing and enforcing guidelines that ensure AI systems are designed and deployed responsibly. For example, creating regulations that mandate transparency in AI decision-making processes or setting data privacy and security standards. Specific interventions could include requiring human-in-the-loop for critical applications and more broadly ensuring that institutions only procure systems that have been extensively evaluated in terms of bias.

- **Research support:** allocating funding and resources for research into AI fairness, robustness, ethics, and inclusivity. This may include establishing research centres or providing grants to support projects focused on AI safety and fairness. For example, funding could be provided for initiatives such as development of foundational fair datasets that people can use for training models that will be deployed in real-world applications.

- **Public awareness:** initiate public awareness campaigns to educate citizens about AI technologies’ potential risks and benefits, and their impact on society. Such campaigns may include, but are not limited to, educational seminars and social media campaigns that aim to inform the public about AI advancements and their implications, especially unintended consequences.

- **Collaborative efforts:** facilitating collaboration between AI developers, researchers, and affected communities to ensure diverse perspectives are represented in AI development. This can be achieved through creating platforms for dialogue, hosting conferences or workshops, and encouraging partnerships between various stakeholders in the AI ecosystem.

6 Conclusion

In this paper we have investigated the long-term implications of unfair AI systems. We have identified that a feedback loop that leads to increasingly large biases can arise as biased AI models impact the population and new AI models are trained on such outcomes. Over longer time horizons, increasing levels of systemic unfairness can act as a social stressor and trigger protests. We have discussed real-world limitations of existing AI systems designed to be fair and suggested steps that can be taken to improve the situation. Overall we believe that thanks to the significant interest from both the ML community and institutions deploying AI systems, potential severe risks stemming from biased AI systems can be avoided, but carefulness and extensive further research will be key.
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