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ABSTRACT

We consider the anticipated adoption of Artificial Intelligence (AI) in medical diagnosis. We examine how seemingly compelling claims are tested as AI tools move into real-world settings and discuss how analysts can develop effective understandings in novel and rapidly changing settings.

Four case studies highlight the challenges of utilising diagnostic AI tools at differing stages in their innovation journey. Two ‘upstream’ cases seeking to demonstrate the practical applicability of AI and two ‘downstream’ cases focusing on the roll out and scaling of more established applications.

We observed an unfolding uncoordinated process of social learning capturing two key moments: i) experiments to create and establish the clinical potential of AI tools; and, ii) attempts to verify their dependability in clinical settings while extending their scale and scope. Health professionals critically appraise tool performance, relying on them selectively where their results can be demonstrably trusted, in a de facto model of responsible use. We note a shift from procuring stand-alone solutions to deploying suites of AI tools through platforms to facilitate adoption and reduce the costs of procurement, implementation and evaluation which impede the viability of stand-alone solutions.

New conceptual frameworks and methodological strategies are needed to address the rapid evolution of AI tools as they move from research settings and are deployed in real-world care across multiple settings. We observe how, in this process of deployment, AI tools become ‘domesticated’. We propose longitudinal and multisite ‘biographical’ investigations of medical AI rather than snapshot studies of emerging technologies that fail to capture change and variation in performance across contexts.

1. Introduction

The recent striking achievements of Machine Learning have reinflated expectations and driven substantial public and private investments in AI for healthcare and especially diagnosis [1–3]. A cornucopia of promising applications has arisen, often emerging from enthusiastic local collaborations between clinicians and academic AI specialists. This has resulted in the formation of very large numbers of ambitious start-ups - high-risk ventures with initially limited resources - alongside the strategic investments being made by big IT and health vendors moving into the area [3]. Expectations about the transformational potential of AI are, however, being called into question by the brittle and variable performance of early clinical AI applications [4, 5]. In particular, the performance of AI tools in the field has not matched laboratory demonstrations on curated data sets (Idem. 2020 [6, 7]; and fluctuates as tools are applied across different settings [8]. As a result, developers and early adopters find themselves engaged in a struggle not only to develop AI-based tools but also, crucially, to demonstrate their...
clinical effectiveness and sustain them at scale across different technological and social contexts. These efforts constitute a real-world social experiment [9]. However, notwithstanding commercial and political push towards accelerated implementation timelines, little attention has been paid to conducting high-quality evaluations of AI system performance [10-12]. In many of these real-world experiments, potentially valuable learnings are not being systematically collected, let alone applied. Governments worldwide have accordingly begun to extend the remit of their policies and strategic interventions on AI in healthcare, beyond promoting new tool development towards mobilising and guiding various actors to contribute to enabling and accelerating the implementation processes on a broader scale (see, for example, Danish Ministry of Finance & [13-15]).

The research team have been exploring empirically these issues arising in early, highly-experimental stages in the development and adoption of diagnostic AI tools in different settings. By comparative analyses of four case studies we seek to develop an effective evolutionary understanding, drawing on concepts from Science and Technology Studies. Our analysis (and this paper) focuses on the interactive processes of sensemaking and negotiation involved, characterised by Ref. [16] as social learning. These discovery processes are particularly intense in the early stages of establishing a promising emerging technology like medical AI as those involved struggle to get artefacts to work and to be useful in contexts of early adoption. In this paper we distinguished two key moments in this process with differing features: i) initial experimentation, applying machine learning techniques to data sets to create effective models and demonstrate their potential value; and ii) subsequent implementation and use of AI tools within and across real-world settings, scaling-up from initial contexts to other sites, and collecting the evidence needed to demonstrate their clinical robustness and commercial viability. In this research we also observed unfolding initiatives to extend the scope of AI applications – moving from single point applications to deploying suites of AI tools through platforms. Our analysis highlights how, in this process, technologies and expectations arising “in the wild” of research settings are tamed and technologies and their uses domesticated [17,18] to meet the exigencies of use by professional specialists and other stakeholders in health service settings.

We reflect upon the challenges of studying a rapidly changing emerging technology like diagnostic AI. Applying methodological insights from the Biography of Artefacts and Practices perspective [19] we highlight the need for longitudinal and multi-site studies of adoption and widespread use.

1.1. Social learning and the domestication of technology

[16] drew attention to the collective processes of experimentation, tinkering and sensemaking involved in developing and applying novel technologies in contexts of work and everyday life, captured by the term social learning [16]. For Sørensen these are processes of negotiation and conflict between the diverse actors involved and implicated as well as narrow cognitive processes of knowledge exchange. Sørensen highlighted the practical trial-and-error activity involved in the struggle to implement an artefact and make it useful in contexts of use (learning by doing); how local knowledge and experience may be transferred elsewhere (learning by interacting) and how players seek to order other players and establish the “rules of the game” for the appropriate use of the new technology (learning by regulating). In this process they may domesticate - establish norms and practices for appropriate use of - technologies coming in from ‘the wild’ of R&D [18].

We apply this conceptual framework to explicate the social learning processes involved in applying diagnostic AI. We explore how they vary across two key moments and settings, contrasting: i) the ‘upstream’ stages involving experimental innovation of hopeful applications through research and development of AI tools and coupling them with clinical settings, and, ii) the ‘downstream’ stages of embedding, scaling, and extending the scope of established AI tools. We argue that tool development and implementation involves ongoing experimentation [20]. Innovation continues after an artefact leaves the settings of research and development as actors involved in the down-stream roll-out stages struggle to deploy it in contexts of implementation and use [21]. However we note that the focus of social learning is changing across these evolving settings. Local learning-by-doing by clinical and computational researchers developing AI tools in the upstream cases (1 and 2) gives way to more distributed learning-by-interacting and learning-by-regulating as players collaborate to establish institutional mechanisms and infrastructures to support the reliable operation at scale and sustainable procurement of a range of tools. The latter endeavour brings in a wider range of players involved in governance and procurement (especially case 4).

2. Research design and methodology

2.1. Our sample of four cases

We explore the processes of social learning empirically through four independently initiated studies involving various combinations of the research team (and other collaborators, see acknowledgements), united by our shared conceptual framework. Two cases - a research project developing AI for recognising brain lesions and a project on embedding AI for Atrial Fibrillation (AF) prediction in clinical practices - explore upstream stages in the emergence of medical diagnostic AI. The other cases - a project rolling out an AI tool for lung nodules and a procurement project for AI image diagnostics - focused ‘downstream’ on embedding and expanding the scale and scope of adoption of established tools. Table 1 summarises this.

The cases are presented in detail in the result section as parts of vignettes summarising emerging findings from each study.

2.2. Data collection

The case studies, conducted by different researchers (respectively: XY, HM and KC, KC and RW, and MK), primarily involved qualitative interviews with a selection of key interviewees directly involved in the AI implementation from adopter organisations, vendors and broader stakeholders (except for case 1, which was a participant observation study). Data collection methods for each case are summarised in Table 2. For all cases, written informed consent was obtained from the interviewees, and all data were anonymised to protect participant confidentiality. Institutional approval for each study was secured using the investigators’ University Research Ethics processes.

Case 1. Automatic Recognition of Brain Lesions - research project

The author, XY, conducted an ethnographic study of an academic

Table 1

<table>
<thead>
<tr>
<th>Upstream: creating and coupling tools with clinical settings</th>
<th>Downstream: embedding established tools</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1: Automatic Recognition of Brain Lesions – research project</td>
<td>Case 3: Rolling out Computed Tomography scanning tool for Lung Nodules</td>
</tr>
<tr>
<td>Case 2: Digitising ECGs and AI-enabled Atrial Fibrillation (AF) Prediction</td>
<td>Case 4: Hospital AI procurement strategies: From AI apps to platform</td>
</tr>
</tbody>
</table>
research group working on the automatic segmentation of WMH (White Matter Hyperintensities) brain lesions. The interdisciplinary group comprised three Biomedical AI doctoral students, one supervisor in machine learning (ML), and one supervisor in medicine. XY conducted participant observation in the project for five months in the role of one of the ML researchers.

**Case 2.** Digitising ECGs and AI-enabled Atrial Fibrillation (AF) Prediction

The authors, HM and KC, conducted 15 in-depth semi-structured qualitative interviews with healthcare professionals currently using ECGs from six health provider settings across UK. Using a purposeful snowball sampling approach, participants were recruited with the following criteria: use of ECG in daily practice, maximum variation in relation to use cases, geography, seniority and demographics of health provider settings. Interviewees included medical consultants, cardiology consultants, emergency department consultants, cardiac physiologists, junior doctors, and nurses.

**Case 3.** Rolling out Computed Tomography scanning tool for Lung Nodules

The authors, KC and RW, were funded to conduct a qualitative formative evaluation of the roll-out of the AI tool for pre-cancerous lung nodules across various UK hospitals – alongside a quantitative study of the effectiveness and cost-effectiveness of the tool. The authors and two research assistants (listed in acknowledgements) conducted 39 in-depth interviews, primarily with clinicians involved, but also other hospital stakeholders, members of the vendor organisation, and technical and medical experts in the field.

**Case 4.** Hospital AI procurement strategies: From AI apps to platform

The author, MK, conducted non-participant observations of 14 digital meetings for approximately 60 h altogether and six semi-structured interviews during the procurement process. The digital meetings observed were meetings between the project team of the AI procuring health service provider and five vendors invited to participate. The focus of the observations was the verbal communication unfolding during the meetings. After the meetings were completed, semi-structured interviews were carried out with the four vendors qualifying for making a final offer and with the procurement team’s project manager.

### 2.3. Data analysis

Interview transcripts from cases 2, 3 and 4 and field notes from cases 1 and 4 were coded and analysed individually by the respective researchers. For case 3, results were coded using ethnographic software. Periodic discussion between the research teams, some with overlapping membership (cases 1, 2 and 3) harmonised coding and interpretation between cases.

The analysis for each case focused on examining the social learning process and extracting the primary insights gained in each instance. This is presented is the results section. We then used our biographical lens to compare the findings across the four cases and map different parts of AI innovation journey identifying three key themes which are presented in the analysis section.

### 3. Results: four vignettes

#### 3.1. Case 1 Automatic Recognition of Brain Lesions research project

**3.1.1. Introduction**

This case study examines an academic research project on the automatic segmentation of White Matter Hyperintensities (WMH) – a kind of brain lesion that can be detected by MRI. Identifying and quantifying WMH is crucial for clinical treatment and brain disease research. Segmentation of MRI is considered time-consuming and labour-intensive, and thus the introduction of automated mechanisms is imperative. Machine learning models for WMH segmentation have become an important subfield of diagnostic AI.

**3.1.2. The case**

WMH segmentation is a pattern recognition problem. However, the team still needs researchers with medical backgrounds to explain the data (annotating WMH images) and the medical issues involved.

The project used a public dataset and also a local dataset. The public dataset, comprising MRI images of 60 patients from five scanners of three institutions, was provided by a competition (WMH Challenge (http://wmh.isi.uu.nl/)), organised by the MICCAI (Medical Image Computing and Computer Assisted Interventions) which in 2017, targeted “the segmentation of white matter hyperintensities of presumed vascular origin on brain MR images” [22]. Participants were able to download the training data by registering for the conference. Models with good performance were accepted for the conference. After the conference, these models could be further refined for publication in journals. The Challenge dataset is still available for future research. There are many similar medical image “Grand Challenge” competitions (see https://grand-challenge.org/challenges/) which have helped drive interest in applying AI in medical images, especially in radiology [23]. As well as the public datasets, studies require further data to train models. An additional local dataset was provided by the medical researcher [24].

The data provided by the Challenge were already pre-processed. However, the images usually need to undergo a series of preprocessing operations before they can be fed into ML models, such as registration (unifying the images under different scanners to the same coordinates), brain extraction (removal of the shadows of brain bones from the images), and sometimes resampling normalisation (reducing non-significant variations in images – in this case, normalising the distribution of the grey values or intensities of the background). When preprocessing these files, integrated-designed toolkits are often more efficient than code written directly by researchers. These toolkits are developed by professional institutions and are free to use [25]. The Challenge data has also been pre-processed with these toolkits.

**3.1.3. Trial-and-error – cycles of optimisation and evaluation**

For WMH segmentation, statistical metrics are used for presenting the performance of the models. The WMH Challenge had five metrics to automatically evaluate the models, which are aimed at scoring the similarity between the predicted and annotated segmentation [36]. For example, the most widely used metric Sørensen-Dice Similarity Coefficient (DSC) is defined as the harmonic mean between sensitivity and precision. Different evaluation methods can be used to evaluate different aspects of WMH segmentation from the perspective of accuracy, robustness, consistency, and reliability. Therefore, it is advisable to use multiple evaluation methods to obtain a comprehensive and fair assessment of WMH segmentation algorithms.

During the experiments, images are subjected to evaluation methods which generate numerical values. ML scientists are committed to

---

4 Such as the FMRIB Software Library (FSL) and Statistical parametric mapping (SPM).
improving the performance of their models as measured through these evaluation metrics. Researchers tend to start with well-known ML models. For example, in recent years, most research groups used U-Net. It was introduced in 2015 [27] and is widely used for medical image recognition because of its mathematical attributes, suitable for capturing critical information in a relatively small amount of image data. U-Net is often used as a baseline first, followed by some adjustments, such as the number of convolution layers and the value of the hyper-parameters.

The models used in ML required constant tuning of the parameters to obtain an optimal solution. They read the data into the model, output the results, and evaluated the model with the statistic, a numerical value. Next, the scientists changed the model’s parameters and trained and tested the model again. The process was lengthy and sometimes required serendipity.

Incremental improvements to the model increase the model quality, reflected in numerical evaluation values. The results trained by ML models were compared with these standard results. WMH Challenge solutions are publicly available, and many ML researchers upload their code to open-source platforms, such as Github. Every improvement leads to a publication, which has led to a surge in the number of papers and citations in this field. In contrast to the confidentiality surrounding commercial developments, research in academia is presented in a more open and transparent approach to improving models and publications. The medical imaging challenge has also led to the creation of a decentralised, shared medical AI infrastructure. Data collections and ML models built by researchers are shared via open-source platforms, which facilitate the further scaling up in a real-world model. Regarding being built on the incentives of publication, researchers in academia have a limited focus on practical applications.

3.1.4. Concluding remarks

In the automatic segmentation of WMH, images are annotated by medical experts. Medical expertise has not vanished but is becoming increasingly reliant on technology and software in complex ways [28]. In contrast to the public discourses on the power of ML and other AI tools, this study emphasises the often overlooked practical work involved in developing and improving effective AI models, starting with the establishment and cleaning of data sets for training and validation [29]. ML researchers undertook a series of trial-and-error, ‘learning-by-doing’ [16] activities, adjusting the parameters of the models during training to improve the statistical values used to assess the models’ performance.

Researchers in academia are subject to powerful incentives for publication and have limited focus on practical applications. However, the ML models built by researchers are open sourced in open-source platforms, which facilitates further scaling up in a real-world model. The medical imaging challenge has also led to the creation of this decentralised, shared medical AI research infrastructure.

3.2. Case 2: digitising ECGs and AI-enabled Atrial Fibrillation (AF) prediction

3.2.1. Introduction

This case explores the views of health professionals about embedding an AI enabled clinical decision support system (CDSS) for electrocardiogram (ECG)-based prediction of Atrial Fibrillation (AF) in clinical settings. The tool had been developed in 2020 by a team of developers, including clinicians and informaticians working across several academic and health settings. After successful testing of the tool in laboratory settings, it was presented to its future potential users through use case scenarios to evaluate its potential use for practice.

3.2.2. The case

ECGs are simple heart activity diagnostics tests frequently conducted by hospitals and other healthcare providers to investigate cardiac conditions of patients. Paper-based ECGs continue to be in common use in many health provider organisations, with limited digitisation and limited links to digital patient records [30]. Despite increasing uses of CDSS in some health specialties, and the availability of knowledge-based CDSS in ECG machines, the decision support information produced by machines are rarely trusted and used by health professionals. Recent research, however shows that, AI has great potential in cardiac screening such as detection of left ventricular dysfunction and diagnosis of episodic AF [31].

These two elements shaped the opportunities for development of an AF-prediction tool using AI by the developer team including cardiologists and health informaticians. Prediction of AF is an under-developed field in the context of AI, but deep learning techniques are increasing the accuracy of predictions and detection. There are two potential contexts for use of AI prediction for AF: a) Consumers (wearable devices), and b) clinical health settings (patient pathways in hospitals). This particular tool was developed for the second context in the clinical health settings. After successful experimental development of the tool in laboratory settings, the developer team decided to employ an evaluation team to present the tool and its use case to health professionals to initially determine the availability and potential production of learning data for the AI tool and, secondly, to evaluate the perception of future users on embedding the AI tool into clinical practice.

3.2.3. Health professionals’ vision of use and reliability

As the AI-enabled CDSS tool for ECG was explained to the health professionals by the evaluators, we identified three areas of concern in moving from experimental settings to develop effective models for embedding predictive diagnostic AI into practice.

First of all, there was a lack of differentiation between AI and conventional knowledge-based CDSS operating mechanisms and, hence, a lack of differentiation between the resulting interpretations. While health professionals appreciated the overall potential of AI for health diagnosis, they believed that digital predictive interpretations of ECG might have limited value and, hence, might be ignored. This view was largely based upon their experience of knowledge-based CDSS in current ECG equipment. This lack of trust in data interpretation led to further scepticism as to whether predicting AF was accurate “Because I mean predicting the future seems a little bit odd”. Secondly, due to the lack of digital ECGs more generally, professionals found it hard to imagine having additional information and ways of integrating this into the existing workflow: “You’re talking about something that we don’t have at this moment in time, and therefore we don’t know what to do with it as well.” This led to many health professionals stressing the need for digitisation of ECGs rather than incorporating AI for complex prediction: “we need digital copies of ECG that we can connect to the right patient”. Thirdly, there was uncertainty about changing the course of treatment, even if AI predictions were valid, as predictions were only perceived to be useful if they would result in changes to the course of treatment, which was not perceived as viable in the case of AF prediction: “… in terms of change my management of AF, it would be something about rate control and rhythm control and anticoagulation. But I’m not going to do any of those things unless they [the patient] are actually in AF.”.

3.2.4. Conflicts between different groups about perceived value generated by AI

Health professionals valued AI differently depending on their seniority and background. For instance, more senior and experienced clinicians were less likely to value an additional decision support aid as they were used to interpreting ECGs themselves. There was also a difference in value of AI as perceived by different specialties. For instance, cardiologists had a preference to interpret ECGs by themselves, whereas other specialties (e.g., nurses) mentioned possible benefits from having “valid” interpretations when cardiologists were not present: “often you’ll get ECGs where you’re not sure whether [it is] AF or not.”
Most respondents expressed difficulty in envisioning predictive AI use for decision support, or scepticism about its operation and outcomes. However, some professionals envisaged possible future uses for AI predictions. These included different ways of using AI from those anticipated by the development team, including alerts to issues that may have otherwise been missed—particularly for special/edge cases rather than for routine predictions—which could strengthen decision making. Similarly, AI could be used to help identify risks factors to be presented to health professionals e.g., when deciding whether to offer procedures to particular patients, to support clinical decision making.

Another way of envisioning value from AI-enabled prediction was to change the focus of the health concern. Some health professionals believed that AF prediction is not necessarily useful in offering better treatment to patients—as AF on its own may not necessarily be harmful. Rather, AI can be more effective if it could predict likelihood of certain health conditions such as stroke or heart attack: “Identifying/predicting a stroke or heart attack may be more useful than predicting AF, as this will change the course of treatment and may also be helpful for those not used to reading ECGs.”

3.2.5. Perceptions of unintended consequences

Health professionals perceived different types of unintended consequences in use of AI-enabled predictions of AF. Firstly, AI prediction of AF was perceived to introduce clinical uncertainty which was perceived to potentially impact on patients (e.g., through unnecessary investigations) “they can create clinical uncertainty and patients may in consequence end up having unnecessary investigations or being kept in for longer than they would have otherwise.” Others mentioned safety issues that might result from unnecessary interventions and patient treatment pathways: “I’d be cautious that … there’ll be a danger that … either medication or intervention would be put in place that might actually result in an unforeseen harm.” “Where the diagnosis or the proposed diagnosis is inaccurate, that can lead to inappropriate investigations being ordered, which will indirectly cause harm to patients.”

Secondly, health professionals raised concerns about overreliance on technology leading to deskilling of junior health professionals “If AI takes over, you think that the future generation of doctors will not be very good at interpreting ECGs. And that’s of course a concern as well. And we do have groups of doctors now who do not normally interpret ECGs”. Further concerns were raised about additional workload that was required in order to generate AI-friendly data for use by the algorithms: “Right now if you asked someone to scan an ECG, I think you’d get a look of horror.”

3.2.6. Concluding remarks

The development of technological innovations for health diagnostics necessitates an understanding of the diverse knowledge foundations within different medical domains. Our study of AI-based CDSS in predicting AF illustrated that there were conflicting visions of applications of AI in health diagnostics, which were influenced by differing professions and backgrounds as well as past experiences of use of technology. Developing diagnostic tools can be challenging, especially when the relationship between symptoms and diagnosis or outcomes is not well-established. Without a well-established relationship between signs and diagnosis, there may be a lack of consensus among medical professionals regarding the interpretation and significance of certain signs, which may lead to variations in diagnostic criteria as well as decision-making. It is difficult to apply AI techniques in such uncertain settings, let alone to develop CDSS. Clear and practical use cases are essential to inform the design and validation of technologies and demonstrate their effectiveness in real-world scenarios. This requires a multidisciplinary approach involving clinicians, social scientists, statisticians, and data scientists. Otherwise, the adoption of such technologies and their potential benefits may be limited.

Furthermore, the use of AI in clinical settings for risk predictions raises specific issues regarding trust among clinicians. In particular, where existing digital tools are perceived to be inaccurate in specific areas of health diagnosis, clinicians’ perception of risk prediction is more negatively impacted. AI algorithms often operate as black boxes, meaning that the inner workings of the algorithms and the reasoning behind their predictions are not easily understandable by humans. This lack of transparency can increase mistrust among clinicians, as they may not fully comprehend how the AI system arrives at its predictions. The opacity of AI systems can be seen as a risk factor, as it limits the ability to validate or explain the results. Whilst experts can scrutinise AI-based interpretations by comparison with their own judgements (e.g., as we see in the next case, #3, in the detection of lung nodules by radiologists), this cannot readily be applied to algorithmically-predicted long-term outcomes. Trust in predictive tools may need to be established through the conduct and dissemination of formal assessments rather than pragmatic experience. Lack of trust is a potentially serious barrier to clinical acceptance, adoption and use of diagnostic AI [32].

3.3. Case 3: Rolling out a Computed Tomography scanning tool for lung nodules

3.3.1. Introduction

This case explores the early roll-out of a commercial AI tool to support review of Computed Tomography (CT) lung scans across various UK NHS hospitals (Farić et al., 2023). The tool was originally developed in the Netherlands and was already licensed for use in the UK. The developer, Aidence, received an award/*title=https://transform.england.nhs.uk/ai-lab/ai-lab-programmes/ai-health-and-care-award/>AI in Health and Care Award from the National Health Service (NHS) AI Lab, a UK initiative focused on integrating AI technologies into healthcare services provided by the NHS. Aidence was thereby funded to implement and evaluate the tool for incidental scans conducted in routine clinical care (it is already used in screening at risk patients) to determine its effectiveness, and clinical and economic impact with a view to generating the evidence required for the National Institute for Health and Care Excellence (NICE) to recommend large-scale deployment.5

3.3.2. The case

Radiologists are grappling with increasing volumes of scans. There has been a long history of applying computerised decision support (CDS) to help improve the speed and reliability of screening starting notably in mammography [33] and extended to other major areas of cancer screening (lung, prostate cancer etc). The Aidence Veye Lung Nodule (VLN) tool is already widely used to identify and measure potentially cancerous lung nodules through Computerised Tomography (CT) for screening at risk patients (with symptoms or nodules). In this trial VLN is being considered as a means to monitor ‘incidental’ CT chest scans undertaken as part of routine care for other purposes. The large numbers of scans involved with lower incidence of disease augment the potential benefits of CDS. Though there have been numerous claims from technology suppliers about the performance of AI in comparison to humans, these are mainly based on test data and there is a lack of evidence about

There is not enough evidence to recommend AI-derived computer-aided measuring lung nodules in CT scan images. National Institute for Health and Care Excellence (NICE) had recently concluded that this process would enable a second pair of eyes in the search for lung nodules on CT scans. This reinforces observations that in medical practice, accuracy may be a more important warrant of trustworthiness than explainability \([4,36]\). Our highly expert respondents – who came mainly from specialised tertiary treatment centres – also articulated concerns that users with less experience/expertise (e.g. general radiologists from district hospitals; radiographers) would be less well-equipped to scrutinise the performance of the tool and more likely to align uncritically with the tool’s recommendations, right or wrong. This leads on to a further implication, which the project we studied hopes ultimately to explicate, that tool performance will vary between sites depending upon the specific division of labour, existing knowledge, and workflows.

As well as informal appraisal of the tool by health professionals, hospital organisations subjected the VLN tool to internal appraisal. For example, the Chief Information Officer in an inner-city hospital expressed concern that the training data set may not adequately represent the specific demographics of their multi-ethnic community.

Participants in the funded trial benefitted from free access to the VLN tool. However, they were aware that under the normal commercial contract, tool use was reimbursed on a fee-per-scan basis. Hospital managers were concerned that these charges might not be sustainable given the set fee they received under the NHS for each patient screened.

### 3.3.3. Issues in implementation

Though the VLN tool was designed to work with Digital Imaging and Communications in Medicine (DICOM) standards-compliant PACS, compatibility problems were encountered. One PACS vendor was slow to resolve these, which delayed roll-out to some sites. Poor technical infrastructure (wifi/internet/server capacity) in other sites meant that scan results were only available the following day. This asynchronous processing had knock-on effects. For example, patients needed to be called back rather than being treated in a single visit, impeding attempts to create a smoother, more efficient workflows. In another site, problems with system configuration led to impaired performance (an incorrect performance on standard training sets and subjected the tool to similar forensic scrutiny even though they were not able to see how the system performed the aforementioned problems with the tool’s performance due to inappropriate configuration.

The radiologists reported a positive experience of using the system and particularly appreciated the way it was designed to integrate within existing workflows and PACS systems. These highly skilled users rapidly became acquainted with the affordances of the tool. They pointed to its strengths in reliably identifying large numbers of nodules, speedily measuring nodule size – a process that was slow when done manually – and appreciated its tools for report generation. They also became quickly aware of instances where the machine performance was less reliable – for example in identifying nodules at the edge of the lung or adjacent to heart vessels. These experts routinely measure their own performance on standard training sets and subjected the tool to similar scrutiny. In this way they assured themselves of instances where they could rely on the machine – which they were happy to delegate to the tool as it freed their time to focus on more complex presentations which required human judgement where the algorithm proved less reliable. In this way the radiologists were able to subject VLN performance to forensic scrutiny even though they were not able to see how the system derived a particular recommendation. Thus, the radiologists were able to quickly detect the aforementioned problems with the tool’s performance due to inappropriate configuration.

The radiologists in domesticating the technology established selective ways of using the technology that they felt were accountable and reliable. The radiologists retained responsibility for decisions. They used the tool as a second or concurrent reader – a “second pair of eyes in the search for lung nodules on CT scans”. This could be seen to constitute a model for responsible use of the technology – based on robustly understanding its performance rather than an ability to scrutinise how the algorithm works and how particular interpretations were made. This reinforces observations that in medical practice, accuracy may be a more important warrant of trustworthiness than explainability \([4,36]\). Our highly expert respondents – who came mainly from specialised tertiary treatment centres – also articulated concerns that users with less experience/expertise (e.g. general radiologists from district hospitals; radiographers) would be less well-equipped to scrutinise the performance of the tool and more likely to align uncritically with the tool’s recommendations, right or wrong. This leads on to a further implication, which the project we studied hopes ultimately to explicate, that tool performance will vary between sites depending upon the specific division of labour, existing knowledge, and workflows.

As well as informal appraisal of the tool by health professionals, hospital organisations subjected the VLN tool to internal appraisal. For example, the Chief Information Officer in an inner-city hospital expressed concern that the training data set may not adequately represent the specific demographics of their multi-ethnic community.

Participants in the funded trial benefitted from free access to the VLN tool. However, they were aware that under the normal commercial contract, tool use was reimbursed on a fee-per-scan basis. Hospital managers were concerned that these charges might not be sustainable given the set fee they received under the NHS for each patient screened.

### 3.3.4. Issues in system use

Radiologists reported a positive experience of using the system and particularly appreciated the way it was designed to integrate within existing workflows and PACS systems. These highly skilled users rapidly became acquainted with the affordances of the tool. They pointed to its strengths in reliably identifying large numbers of nodules, speedily measuring nodule size – a process that was slow when done manually – and appreciated its tools for report generation. They also became quickly aware of instances where the machine performance was less reliable – for example in identifying nodules at the edge of the lung or adjacent to heart vessels. These experts routinely measure their own performance on standard training sets and subjected the tool to similar scrutiny. In this way they assured themselves of instances where they could rely on the machine – which they were happy to delegate to the tool as it freed their time to focus on more complex presentations which required human judgement where the algorithm proved less reliable. In this way the radiologists were able to subject VLN performance to forensic scrutiny even though they were not able to see how the system derived a particular recommendation. Thus, the radiologists were able to quickly detect the aforementioned problems with the tool’s performance due to inappropriate configuration.

The radiologists in domesticating the technology established selective ways of using the technology that they felt were accountable and reliable. The radiologists retained responsibility for decisions. They used the tool as a second or concurrent reader - a “second pair of eyes in the search for lung nodules on CT scans”. This could be seen to constitute a model for responsible use of the technology – based on robustly understanding its performance rather than an ability to scrutinise how the algorithm works and how particular interpretations were made. This reinforces observations that in medical practice, accuracy may be a more important warrant of trustworthiness than explainability \([4,36]\). Our highly expert respondents – who came mainly from specialised tertiary treatment centres – also articulated concerns that users with less experience/expertise (e.g. general radiologists from district hospitals; radiographers) would be less well-equipped to scrutinise the performance of the tool and more likely to align uncritically with the tool’s recommendations, right or wrong. This leads on to a further implication, which the project we studied hopes ultimately to explicate, that tool performance will vary between sites depending upon the specific division of labour, existing knowledge, and workflows.

As well as informal appraisal of the tool by health professionals, hospital organisations subjected the VLN tool to internal appraisal. For example, the Chief Information Officer in an inner-city hospital expressed concern that the training data set may not adequately represent the specific demographics of their multi-ethnic community.

Participants in the funded trial benefitted from free access to the VLN tool. However, they were aware that under the normal commercial contract, tool use was reimbursed on a fee-per-scan basis. Hospital managers were concerned that these charges might not be sustainable given the set fee they received under the NHS for each patient screened.

### 3.3.5. Concluding remarks

The rollout of even relatively mature AI tools like VLN constitutes an ongoing experiment in which the utility and performance of the tool need to be established (in the dual sense of being both achieved and demonstrated). The vendor and adopter involved found themselves in a joint process of learning how to implement across varying organisational contexts as they struggled to address challenges surrounding integration with existing technical infrastructures, tool configuration, information governance etc.

The performance of the tool was affected by a number of specific features including the division of labour and skill and flow of work in particular hospitals. However, there was only limited opportunity in the course of this study to explore in detail how the tool performance was influenced by the specific arrangements for human-AI interaction. This is a topic that requires further research.

This case does not support the widespread presumption that the black boxed character of current diagnostic AI would present problems for clinicians using these tools that could only be overcome by reliably explainable AI \([37]\). Instead, the expert radiologists we interviewed were able to scrutinise performance of tool in forensic detail. Pragmatic accuracy in real life seems to be accepted by clinicians as an acceptable warrant for the trustworthiness of an AI tool.

The fact that the rollout and evaluation in everyday use and at scale across diverse provider organisations to this tool and a number of similar AI implementations were conducted with public financial support from the UK NHS AI lab highlights the potentially challenging costs of evidence collection not just to meet safety regulatory requirements but also to satisfy procurement compliance guidelines. This tool was geared towards a large scale, screening process, meeting the formalised professional diagnostic requirements of the British Thoracic Society. If the rollout of a tool to meet these large-scale standardised decisions needed public support, then serious questions would arise about how to cover the costs of developing, validating and sustainably providing stand-alone AI tools to support smaller scale treatments.

### 3.4. Case 4: Hospital AI procurement strategies: from apps to platforms

#### 3.4.1. Introduction

This case explores an early AI procurement process at a large Norwegian public health service provider, including four hospitals \([38]\). The process was initiated by the image diagnostics
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6. Thus in the specific use case that this project addresses, the UK National Institute for Health and Care Excellence (NICE) had recently concluded that “There is not enough evidence to recommend AI-derived computer-aided detection (CAD) software alongside clinician review of CT scan images to detect and measure lung nodules in, or outside of, targeted lung cancer screening” \([47]\). AI-derived computer-aided detection (CAD) software for detecting and measuring lung nodules in CT scan images. National Institute for Health and Care Excellence. Retrieved 3. August from [https://www.nice.org.uk/guidance/dg55](https://www.nice.org.uk/guidance/dg55).

department, and the aim was to procure up to six CE-marked\(^8\) AI applications for radiology and image diagnostics. This ambition was motivated by a constant growth in examinations and radiologists struggling to keep up with the workload. In this context, AI technologies were seen as tools potentially easing the radiologists’ work and making the diagnostic workflow more efficient. In the course of the procurement, several vendors proposed an AI platform as a more flexible and efficient way of adopting AI than selecting specific AI tools. The hospital eventually decided to adopt this, previously unanticipated, procurement strategy.

3.4.2. The case

In early 2020, the image diagnostic department started the procurement process by conducting pre-phase investigations, looking at AI applications available in the market and the deployment status of such applications in real-world clinical settings nationally and internationally. During this initial phase, they involved different stakeholders, such as the hospitals’ radiologists, another health service provider, and the regional health ICT service provider. The radiologists were involved through workshops aiming to find and select use areas where AI could be useful in their work practices. Around 55 use areas were identified, from which six were chosen for procurement on the grounds of clinical importance and the prospects for applying AI: 1) CT Thorax for lung nodules, 2) Pulmonary emboli, and 3) lung metastasis, 4) Brain MRI for Multiple Sclerosis, and 5) Conventional X-ray for skeletal and 6) chest.

These were included in the invitation to tender, along with a set of preliminary requirements, including that the AI applications should a) be fully trained, b) be validated and in clinical use in Europe, c) be possible to integrate into different Radiology Information Systems (RIS) and Picture archiving and communication systems (PACS) from various vendors, d) not use the hospitals’ images for development or training the algorithms, and e) contribute to increased quality and efficiency of diagnostic work. Based on the responses to the invitation, five vendors were pre-qualified for participation in the further procurement process.

Eventually, a competitive dialogue\(^9\) procurement project was carried out with a team of 16 members: two head physicians from local image diagnostic departments, two procurement officers (from both the national and the local departments), three IT officers (from both regional and local departments), five physicists (including the project manager and three representatives from the collaborating health service provider), and two officers working within personal data protection, legal issues, IT security and ethics. Additionally, a handful of dedicated radiologists were involved. However, as time-pressed healthcare professionals, they only attended sporadically and when most urgent. The procurement project also collaborated with the regional health authorities, the Norwegian Directorate of Health, the Norwegian Medicines Agency, and several other health service providers. The latter altogether covers over half of the Norwegian population. As the procurement project aimed for a framework agreement, the other health service providers showing interest had the opportunity to enter the contract and benefit from not needing to go through a procurement process themselves, as well as drawing on the experiences from the validation process carried out by the initiating organisation (e.g., their assessments of whether the platform or applications are compatible with existing equipment, information systems and workflows).

3.4.3. Issues in technology selection

The project’s initial aim was to buy up to six AI applications for the above-mentioned 1)-6) imaging areas, as prioritised by the radiologists involved in the initial process. During the dialogue meetings with the vendors, assessments of the AI applications were undertaken according to the health service provider’s needs and early requirements. As this process proceeded, lessons were learned, and the project’s focus and aim changed accordingly. Most significantly, a shift occurred as the procurement team became increasingly aware that the performance of the AI applications, as presented by the vendors, would not necessarily materialise as expected. This uncertainty arose given the limited evidence available about actual benefits across differing contexts and conditions of use. Additionally, they realised that procuring and verifying stand-alone AI applications individually would take time, require many resources and be costly, as well as potentially locking them into early solutions that might quickly be outperformed. A member of the procurement team explained the situation and why they changed their mind as follows:

What we found during the dialogue was that the algorithms that exist today … it’s not sure that they are optimal for us. It’s not sure that they will give us what we hope for. It’s very uncertain. I know that the documentation concerning value is scarce. At the same time, we know that there is a rapid, ongoing development where new algorithms are developed and become available, so there is a potential in the future to implement new algorithms as time goes by. New and better algorithms that do not exist today or are further developments of the ones available today. (Procurement team member, MK’s translation)

However, this realisation did not stop the procurement process from continuing, as another option had been introduced during the dialogue meetings. During the first round of meetings, although this had not been requested, four of the five vendors also promoted their more or less developed platforms for AI applications. These were described as cloud-based solutions that make AI applications from various third-party vendors available to users through a single contract. The vendors typically explained them as marketplaces, comparing them to well-known commercial platforms such as Apple’s Appstore or Google Play. Given the uncertainty of whether specific AI applications would benefit local clinical practices within the health service provider, the procurement team became convinced that a platform, potentially enabling the adoption of a wider variety of current and future algorithms, was a more adequate procurement strategy:

So, it is in many ways a strategic choice [buying a platform]: to be able to implement new, exciting things fast in the time to come. And if we implement one algorithm, and the infrastructure connected to one algorithm, it is necessary to have a technical set-up [for each application], we will have to make a ROS [risk and vulnerability analysis], we need to have a “solution design”, we have to make a procurement [each time]. And the extra work to make a platform accessible is so small and limited. And as most of the vendors had a platform solution, we saw this as an appealing opportunity. (Procurement team member; MK’s translation).

3.4.4. Concluding remarks

Through the platform option, the procurement team identified an opportunity for greater flexibility in their processes of choosing applications for implementation now and in future, as an increased range of AI tools and updates to existing tools were expected to become rapidly
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\(^8\) CE-marked products indicate that they meet certain requirements from the EU concerning safety, health and environmental protection. Getting products CE-marked can be necessary for entering the European market. AI applications intended for humans in healthcare (e.g., for diagnostics, treatment, or monitoring) are considered a Class II category within the Medical Device Regulations. This means that CE-marking can only be obtained through a ‘notified body approval’ (as opposed to other products where a self-declaration from the manufacturer may be sufficient for getting the CE-mark) [39]; p. 361; [16].

\(^9\) A competitive dialogue is a public procurement procedure used in many European countries, beneficial when procuring complex, innovative solutions and requirements are not yet possible to specify. Through dialogue with tenderers, an overview of what is on the market can be gained, and solutions for procurement can be adjusted according to the clients’ needs. See, for example, https://www.procurementjourney.scot/route-3/develop-strategy/procurement-routes/competitive-dialogue.
available. In addition, they viewed the procurement of a platform as a way of reducing the time, staff effort and costs involved in procuring future AI applications, which had proved to be time-consuming and expensive to conduct on a case-by-case basis. Furthermore, with the platform offering access to a larger variety of existing and new applications, a scaling opportunity emerged beyond what the team had initially envisaged. Instead of assessing single AI applications for specific imaging areas, the platform offered a solution that potentially made it possible to test various applications and keep only those that seem beneficial and applicable for the health service provider’s different clinical workflows, patient data and so on. Thus, the outcome of the procurement process not only extended the original aims. It added an infrastructural dimension to the project with more far-reaching consequences for radiologists’ present and future work practices (e.g., due to the availability and the potential of bringing more AI applications into the workflow). The initial focus on which AI applications to procure had evolved, apparently seamlessly, into an experiment to establish mechanisms to broaden the scope and increase the scale and pace of uptake of AI applications in the health service provider’s hospitals. This shift in focus from implementing stand-alone AI solutions towards establishing new institutional and technical machinery for procuring, implementing and validating an evolving flow of tools highlights processes of ‘learning by interacting’ and ‘learning by governing’ [16] among these and other stakeholders.

4. Analysis

We distinguish three key (albeit interconnected and overlapping) processes of social learning for diagnostic AI, building upon Sørensen’s typology:

1) Coupling AI with clinical settings: (learning by doing) encompassing early experimental efforts to create effective models and demonstrate their potential to enhance clinical practice; establishing ideas about use cases and potential clinical and commercial value. These efforts are typically based on collaboration between AI specialists and clinicians. Very large numbers of such hopeful experimental collaborations have emerged but very few of these culminate in successful, sustainable innovations [39].

2) Embedding, scaling and extending scope (learning by doing/learning by interacting) Successful applications must be implemented (and further developed and optimised) in contexts of everyday use to demonstrate their clinical effectiveness and their commercial viability. Large-scale adoption across several settings is required to collect the evidence needed to satisfy clinical governance (effectiveness and safety) requirements of regulatory bodies and health provider organisations, validate adopter’s business models and satisfy procurement requirements.

Our investigations into embedding AI at scale also encountered subsequent efforts to move from ‘discrete’ applications of specific tools for particular conditions and extend the scope of AI applications through procurement of platforms offering multiple tools for diverse conditions. This led, in turn, to a third form of (second order) reflection and social learning:

3) Developing collective frameworks for appropriate implementation and use (learning by regulating) These early skirmishes around the domestication of specific AI tools have heralded in a broader period of social learning and experimentation about the institutional arrangements for effectively (safe and clinically effective, cost effective) applying AI in health settings [4]. Our studies highlight informal regulation/domestication by adopting health provider organisations/clinical professions seeking to verify the sustained performance of tools in real-world use. A separate paper discusses the reworking of national formal governance arrangements that is taking place alongside these developments geared toward prior approval of rapidly changing AI tools and ongoing Post-Market Surveillance of their everyday use [40].

4.1. Experimental innovation of hopeful applications: coupling AI with clinical settings

The huge generic expectations surrounding AI in health (and other fields) are driving a plethora of hopeful innovations [41,42]. However, there is as yet no general model for applying AI in health diagnosis. Those involved in experimental developments must navigate a challenging array of choices as illustrated by case 1 and case 2. The initial challenge is to build a model whereby an AI tool can help make distinctions that matter in clinical decisions. The initial search may be conditioned by practical exigencies, for example, by the availability of data sets or by the concerns of health professionals involved. In practice, however, the choice of target disease area may be driven by contingent factors – for example, the specific interests of clinicians drawn into collaboration with an AI specialist or the availability of data. The significant costs of collecting, cleaning and labelling data represent a key constraining factor for AI specialists. Most experimental projects, lacking the substantial financial resources required to create data sets, resort to already existing and readily accessible data repositories. A highly visible feature here has been the role of competitions which have been very successful in motivating the AI community to create algorithmic models using standard data collections. However, the uptake of these models remains very low [43]. The current commercial and policy focus on these kind of short-term experiments arguably diverts attention away from the hard work needed to improve the performance of algorithms (for example, by focusing pattern recognition algorithms on clinically relevant parts of a scan) and get them to perform in ways that can support diagnostic decisions – let alone apply them in clinical practice.

Even though these ‘upstream’ experiments may generate multiple hopeful solutions, they still lack a clear pathway to sustain and scale. The creation of an algorithm that can support a diagnostic decision is only the start of a protracted innovation process. Start-ups, and especially SMEs with limited resources, struggle to stay in the game. They need to secure the much larger investments needed to progress from the initial proof of concept and integrate/deploy it in real-world clinical settings to demonstrate its safety and potential benefits. Much work has to be done to refine their embryonic solutions and bring them to the market – a challenge which, given the huge attrition rate, is described as the ‘valley of death’ [44].

Technology adopters are concerned regarding the clinical efficacy of the myriad of new offerings and their benefits for the quality and efficiency of care. Technology suppliers frequently articulate compelling claims about the capability of their products, often by producing numerical comparisons of their performance with physician performance. Claims of AI tools (trained on trial data sets) out-performing human judgement have become a legitimacy currency - apparently providing ‘public-proof’ of the capability of AI tools. However, experience shows that tool performance in laboratory settings is not a reliable indicator of real-world performance – which needs to be established in settings of everyday care. The very low rate of sustained uptake of new offerings in clinical practice has resulted in guidelines and regulations encouraging better external validation. However, there is to date a dearth of systematic evidence of the clinical and other benefits and challenges of diagnostic AI [45]. Thus, in a survey of 100 CE marked AI products in commercial use in Europe, 64 lacked evaluation data and only 18 had systematic evidence about application performance and efficiency/cost savings [46]. These issues have particular salience in relation to diagnostic AI. The

10 For example http://www.med.upenn.edu/chica/brats2020/data.html.
performance of an algorithm appears to be fragile. It may change as a product moves from its original context of development and initial implementation and is applied to different target populations in other settings – which may differ in terms of their demographics and health profiles [47]. In addition, as our third case highlights, the configuration of a tool within particular technological infrastructures (internet, scanners etc.) and organisations (e.g. care pathways, divisions of expert labour) also affect its performance. Since real-life tool performance cannot be verified in the developer’s laboratory, we have seen a shift of attention in AI tool experimentation from development settings to contexts of early implementation, where developers and early adopters become involved in a joint process of learning and demonstrating how AI tools may be productively and reliably deployed in health settings.

4.2. Embedding and extending scale and scope

Creating a commercial product is thus just the opening stage in a struggle to create conditions where an AI tool will be widely and sustainably adopted and become commercially successful. Developers/ vendors need to install their products and get them to work effectively in multiple real-world settings to create the evidence needed to convince regulators and potential adopters of the safety and effectiveness of their products [29] and establish viable business models to enable their wider adoption [48].

Our vignettes encompass two attempts to extend respectively the scale and scope of AI adoption: i) to embed and extend adoption/use of a tool across a number of settings to make these available at scale on a sustainable basis (case 3); and, ii) to extend the application of AI across a growing range of clinical areas and activities (case 4).

i) Embedding, demonstrating sustained dependable use of specific AI tools and extending the scale of adoption

Embedding AI tools in health settings involves not just their integration within an existing infrastructure of scanners, viewers, wireless and broadband networks but also the establishment of accountable and productive methods of using technologies in routine clinical care. After successfully implementing individual tools and demonstrating their effectiveness in routine care in initial locales, attention shifts to extending the scale of adoption and demonstrating sustained, dependable use. Health technology developers need to provide evidence about performance and safety of their products to various audiences: safety regulators, clinical governance bodies; health provider organisations may have additional clinical governance and procurement criteria; clinical specialists and their professional organisations. As well as demonstrating product safety, evidence is sought about the performance of applications required for clinical and informal professional governance but also to enable cost-benefit assessment (e.g. assessments conducted by the UK National Institute for Health and Care Excellence [NICE] and hospital business plans and fulfil health service procurement requirements.

ii) Extending scope – Learning how various AI tools may be optimally exploited across health service settings

The time and work required to develop data sets to train AI algorithms and then conduct multiple trials of their effectiveness to satisfy complex governance requirements presents a challenge to tool developers. This includes gathering the evidence required not only for initial approvals but also for continued scrutiny over product performance as the product diffuses and evolves and its use is optimised. Indeed, the continued evolution and refinement of AI tools will require sustained post-market surveillance to fulfil clinical and safety governance requirements, representing a significant ongoing cost. These costs may be prohibitively high in relation to available income streams – particularly for SMEs, accentuating concerns about reimbursement: how soon can new ventures secure sales/licensing income to recover their investments [44]. It may be hard for vendors to cover these ongoing costs simply with initial procurement/license costs. Here we note ongoing experimentation to establish viable business models for service delivery, including the growth of Software-As-A-Service models based on fee recovery per use.

Adopters face parallel challenges in evaluating, procuring, implementing and certifying diverse vendor offerings. Implementation and configuration of specific tools is made more complex by the need to integrate them and establish interoperability with other complementary components (e.g. scanning equipment, picture archiving and communication systems [PACS]). Diversity in the infrastructure and installed equipment across the estate can accentuate interoperability challenges and may create implementation problems and affect performance. Such problems may recur as a result of periodic upgrading of hardware and software. The high transaction costs in terms of time/effort of procuring AI tools on case-by-case as well as charges for commercial tools, may make it difficult for potential adopters to demonstrate a positive Return on Investment and establish a business case for adopting stand-alone specific applications. Our study also encountered concerns within health provider organisations about how to meet usage charges within their service funding models.

These challenges generate powerful incentives to achieve economies of scale and also economies of scope - twin vectors surrounding the implementation of AI tools.

Suppliers and adopters have begun, separately and together, to try to work out mechanisms for procurement, clinical validation and safety certification and establish viable business models for supply and ongoing scrutiny over their performance [49]. These underpin recent developments in the diagnostic AI sector, including:

a) Ongoing vendor mergers and acquisitions reflect pressures towards the convergence of capabilities within a specialist supply sector – creating vendors able to cross-sell solutions across multiple disease areas.

b) Concerted procurement and adoption of AI tools by hospitals/health service providers to reduce costs of search, evaluation and contract negotiation and ease implementation;

c) The emergence of platform providers – offering internally-developed and acquired solutions as well as, in some cases, allowing third-party providers to mount their solutions onto the platform [41]. We encountered in the course of this fieldwork various attempts to more radically extend the scope of application by the development of platforms supporting an expanding array of AI tools for various requiring investment of less time, effort and money than repeated stand-alone procurement/implementation of point solutions for particular conditions [38]. forthcoming).

Actors from different locations in the supply chain are seeking to position themselves as centres for this convergence. For example, major equipment makers are seeking to embed AI functionality and more generic AI toolkits in their products (e.g. Canon, GE, Phillips, Siemens) as are established Health IT vendors. Here we note the recent flurry of Merger and Acquisition activity as larger players seek to position themselves as suppliers of a range of diagnostic AI tools rather than single-point solutions. Thus, the supplier of the lung cancer scanning tool in case 3 merged with a prostate cancer and brain imaging tool supplier before being taken over by a large US outpatient diagnostic
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Our study also highlights a more radical shift in modes of AI procurement and implementation away from the adoption of specific standalone tools towards ‘platforms’, variously conceived, through which a wide and changing array of specific tools may be procured and implemented. We note the emergence of new kinds of commercial intermediaries, notably AI marketplaces, open to diverse supplier offerings [50], some of which project themselves as non-proprietary platforms, as well as attempts by scanner and PACS providers to offer bundled solutions to their clients. These different models, as exemplified by case 4, represent differing ways of configuring the AI procurement and implementation arena. They offer radically different commercial opportunities for entrepreneurs, SMEs and large IT or pharmaceutical corporations with different levels of agency for health providers (individual hospitals or groups of hospitals). Other modes of supply may be possible, as well as oligopolies, closed platforms, open platforms and public platforms. At this stage, it remains unclear which modes of provision will prevail and which players will succeed in establishing themselves at the centre of the emerging diagnostic AI ecosystem. Further research is urgently needed of these developments (which our group seeks to contribute to).

4.3. Developing collective frameworks for appropriate implementation and use

Our comparative investigation has highlighted a trajectory in the ongoing social learning processes amongst clinicians, provider organisations and technical specialists. The trajectory begins with local learning by doing to create models that bear upon diagnosis and then demonstrating their effectiveness and reliability in everyday care contexts and moves on to include reflexive processes of learning by interaction to address questions about how to adopt AI tools more widely. This begins with a focus on scaling up: extending the use of these point solutions across multiple settings and ultimately moves on to extending scope beyond point solutions towards an increasing range of conditions which in turn draws attention to developing new institutional arrangements that can reduce the costs of procuring, implementing, validating and sustainably using diverse kind of AI across multiple conditions. The process culminates in attempts to establish new models of formal and informal governance better aligned with the challenges of implementing and further innovating AI tools (learning by regulating).

The success of AI innovation in the digital economy has been driven by rapid cycles of development and implementation. This innovation model may pose challenges to our existing precautionary system of evaluating and regulating medical devices originally designed for clinical use. AI-based artefacts, cannot be readily/reliably demonstrated, for instance, by inspection but must be proved in everyday use. Moreover, AI performance may change from one application setting to another. Health provider organisations also seek to verify (and periodically reappraise) the performance of tools they adopt [8]. We finally also note attempts to rework the existing regulatory apparatus in place for medical devices to effectively engage with the distinctive features of AI-based innovations, notably: i) their performance may be fragile and may decay and vary between contexts of use; ii) they can evolve rapidly and improve through multiple cycles of development and operations). These features mandate a shift from precautionary apriori regulation to evolutionary risk governance frameworks catering for anticipated changes in the model following on initial safety/effectiveness certification and extending to post-market-surveillance [40].

5. Discussion

5.1. Expectations misaligned with recent achievements

The recent successes of AI in the digital economy have dramatically (re)inflated expectations about the scope to apply AI in health and biomedicine. Driven by the convergence of clinician hopes, innovator ambitions and public health policies and industry strategies, a generic vision has emerged of the applicability of machine learning and AI tools across the full range of health activities from diagnosis to health system management and biomedical research [46,48,51]. However, these generic and over-hyped generic expectations are out of alignment with the uneven specific achievements of current AI tools implemented in real-world settings [32,38; forthcoming]. As a result they do not provide a good model of how to develop and apply medical AI let alone guidance about the challenges that need to be overcome. Health service planning and public health, which offer potentially important early benefits, have been somewhat eclipsed by intense interest in AI tools for clinical diagnosis and treatment [52]. The application of AI tools in healthcare delivery and in biomedical research has been somewhat conflated. Thus, it is frequently suggested that everyday use of diagnostic AI tools will enable the detection of clinically relevant features not apparent to clinical specialists [1]. Though clinical use of AI may indeed open up longer-term opportunities for such biomedical research, these will not emerge spontaneously through healthcare delivery but will require longer timeframes and particular organisations. Successes to date, notably in diagnostic AI, have largely been in ‘Narrow AI’ [42, Kumar, Chauhan & Awasthi, 2019]. Thus, early applications of diagnostic AI notably in mammography, later extended to other cancer screening programmes and other major disease areas (neurology and cardiology) have offered specific ‘point’ solutions in the care of specific conditions [53]. Much tool development activity hitherto has focused on areas where medical signs are well characterised and their diagnostic implications well established with clearly designated disease management pathways. In addition, contemporary diagnostic AI applications largely seek to emulate some parts of currently established clinical workflows and have particularly targeted common diseases with large-scale screening programmes where a division of expert labour has enabled specialist occupations such as radiologists and radiographers to emerge. In addition to providing candidate expert decisions that can be amenable to AI this model offers convenient opportunities to build cost-justifications by promising to increase the productivity of extremely busy, well-paid specialists, projecting cash-releasing benefits for the business modelling of provider organisations. These settings provide a way for developers to resolve the key challenge they face of securing reimbursement for the costs of developing/sustaining applications [54]. AIs perform well with relatively closed systems – for example, in medicine, in areas where there are clear clinical signs well-correlated with specific diagnoses, courses of treatment and medical outcomes. In contrast, AI struggles to deal with more open-ended settings where existing medical knowledge offers less clear correlation between signs and outcomes. Where there are more variables, escalating levels of training data may be required to reliably resolve this relationship. Epistemic open/closed-ness varies substantially between different medical conditions/fields of medicine, shaped by the current state of medical knowledge.

5.2. The domestication/appropriation of AI apps within clinical settings

Much existing social science and ethical literature focuses on the lack of transparency of ‘black-boxed’ commercial AI solutions and the difficulties this poses for lay users, unable to interrogate algorithmic decisions [36,55,56]. In contrast, our findings – especially of the adoption/use of the lung nodule scanning tool (case 3) – suggest that emergent AI technology is being appropriated and domesticated by health professionals and provider organisations in the course of its
performance of AI applications is being subjected to critical scrutiny and is being used in an accountable and de facto responsible manner.

Our cases focus on the implementation of AI tools in elite medical centres and teaching hospitals amongst specialist expert communities which exhibit a high level of expertise and job control. These AI tools (like other new clinical technologies) are subjected to detailed scrutiny by the provider organisations and professional groups using them. This was especially marked in the case of radiologists (see case 3). Though not computer scientists, radiologists and other specialised occupations (radiographers, medical physicists) have grown up around the application of new medical diagnostic technologies and their subsequent digitisation. This strictly regulated field of medical expertise is already subject to very high levels of internal quality control. The radiology profession already exercises a high level of numerical etc. scrutiny over members’ professional performance. They are therefore very well equipped to subject the performance of AI tools to forensic scrutiny. Thus, they assessed the performance of AI tools on test data sets in the same way they assess their own performance. These confident and highly expert users rapidly become familiar with the strengths and limitations of current AI, identifying cases where AI tool is unreliable and those tasks which they may reliably delegate. They are in consequence relatively well-equipped to exercise a level of control over the way in which technologies are deployed (at least in the European public health settings we studied) – and retain full responsibility for judgements made with their assistance [57]. Paradigmatically, our experts were concerned that users with lower levels of expertise may be less confident and less well-equipped to assess the performance of an AI tool and, thereby, more likely to rely on the decision-support it provides and less able to repair its deficiencies! This kind of pragmatic trustworthiness may not emerge, the ECG case (case 2) suggests, where clinicians experience existing tools as unreliable or are unable to directly verify an AI tool’s future performance (e.g., future predictions) [58].

Though much debate about algorithms emphasises the informational asymmetry between AI specialists (with their black-boxed algorithmic systems) and lay users, this appears to be mitigated in the medical domain, whose extensive bodies of expertise are embedded in ancient and strongly entrenched institutional/professional structures. These professional groups have not immediately ceded ground/authority to vendor claims but have instead subjected the performance of vendor offerings claims to careful scrutiny. These experts anticipate benefits from applying these tools but insist on retaining responsibility (and liability) for diagnostic decisions. In this process, we suggest, technologies and associated promises articulated ‘in the wild’ of technology developers are being tamed and domesticated into the world of clinical practice [59]. Radiologists and other highly expert users are, we suggest, not necessarily ‘performed’ by AI. Au contraire, they work to domesticate AI – they seek to establish ways of appropriate, accountable and responsible use of AI-based tools (Faric et al., 2023, 2023).

The aggressive technology supply rhetorics – including highly publicised claims advanced by AI specialists like Geoffrey Hinton, often emphasising the superior laboratory performance of AI tools over humans, have arguably diverted attention away from examining and providing evidence of the real-world performance of AI-based systems. Their zero-sum conception of the relationship between human and machine intelligence has inhibited crucial inquiry into how to establish productive and reliable combinations of machine and human capabilities that can make the best out of their different affordances (strengths and failure modes). The careful use of the lung nodule scanning tools in case 3 suggests that clinical professionals will be willing to increasingly delegate to the machine those tasks where the machine proves to be effective and dependable. In this way, they may be expected to develop practices and conventions for a form of accountable, indeed responsible use of AI. However, supplier rhetorics have arguably inhibited productive feedback from these key experimental settings where health professionals have learnt how to make the best use of AI tools. The current roll-out and large-scale use of AI tools could provide an important de facto ‘living laboratory’ for learning how to design and implement tools that support reliable and responsible use. However, this valuable learning needs to be systematically collected and shared (e.g. through effective evaluation of deployment and continued post-market surveillance of the use and performance of AI tools).

6. Conclusions

This investigation was made possible by the fortuitous alignment of a diverse sample of studies of early diagnostic AI amongst our research community. We have been able to chart the opening moves of a range of projects in various medical fields and at different stages of their innovation journey. We have tracked their often difficult and unpredictable journey. We show initially how AI diagnostic tools are constructed by applying Machine Learning and other techniques to available data sets and then optimised to make distinctions relevant to clinical decisions. We next explore how these tools subsequently need to be implemented and assessed in everyday clinical use before they can be validated and adopted at scale. Our vignettes have highlighted the experimental character of both upstream emergence and downstream embedding of AI tools as the actors involved struggle to improve, demonstrate and sustain tool performance. Their arduous and uneven progress stands in contrast to widespread expectations of rapid, pervasive adoption of AI across the health sector. One of our observations is that current promissory visions of medical AI are out of alignment with actual achievements to date and do not provide an effective or useful account of the challenges involved.

This brief overview has highlighted significant variations in the state of AI development across different fields of medicine. This includes the focus of investor interest and clinical enthusiasm on diagnostic AI rather than, for example, health service organisation (which arguably offers bigger health benefits) and, within this, a focus on areas where the state of medical practice provides a foothold for developing effective tools particularly where large-scale screening programmes offer scope for profitable commercial provision.

We have highlighted the brittleness in performance of AI tools as they move from their initial application setting to other contexts of use, which differ, for example, in their technical infrastructure, professional and organisational arrangements and patient populations, which inter-alia underpins the need for ongoing post-market surveillance.

We have highlighted the ‘domestication’ of AI. This was observed as a specific tool was rolled out for identifying and measuring potentially cancerous lung nodules in CT scans. Health professionals subjected tool performance to critical scrutiny – judging it with the same criteria they apply to their own work. By establishing areas where the tool performed reliably and freeing up time, the attention could be focused on the ambiguous edge cases where the algorithm was less reliable. This constitutes a form of de facto responsible use of AI-based tools upon scrutinised empirical performance rather than making algorithm operation transparent or explainable. Finally, we noted a shift in the focus of social learning activities from the struggle to develop and prove the effectiveness of specific AI tools towards the creation of institutional mechanisms and infrastructures to support the sustainable procurement.
implementation and maintenance at scale of a burgeoning array of AI applications.

6.1. Strengths, limitations and scope for further research

Social scientists find themselves repeatedly invited to come to some conclusion about the character and implications of novel developments before the technology matures and its impacts can be established. This is particularly important in relation to medical AI – a rapidly changing field that is subject to powerful competing visions and expectations. How can researchers make useful assessments of the prospects and implications of still unfolding innovation processes in the face of these conflicting claims? Existing research frameworks are not well-equipped to assess the prospects and consequences of rapidly emerging technology. Short-term snapshot studies of particular settings of early implementation can generate partial or misleading accounts of the prospects and social implications of technology [60]. To avoid these pitfalls, we have sought an evolutionary understanding of how technology and its uses are shaped, drawing upon Sørensen’s Social learning (1996) and domestication (1994) frameworks.

This preliminary investigation has exploited the opportunistic alignment of a number of relatively modest studies within our research group. We were able to derive comparative insights from these independently initiated investigations by utilising our broadly shared theoretical perspectives and concerns. However our sample only covers a limited array of early initiatives To understand the potential and (uneven) performance of diagnostic AI, we need to extend this work across a wider range of settings and also longitudinally, as AI tools become more widely adopted and embedded. Studies need to encompass the full range of actors involved and affected groups (notably of patients and carers, not studied by us and currently under-represented in research). A more detailed focus is needed upon the integration of AI tools within particular workflows, professional practices and divisions of labour [12]. Our finding of the responsible use of AI tools poses the question of whether we can identify specific combinations of human and machine intelligence that prove efficient and reliable (offering a positive-sum model of human-machine interaction rather than the crude zero-sum game anticipated by Hinton and similar rhetorics of technology supply).

AI-based tools are evolving rapidly in their emergence and early adoption and will continue to change across multiple development-operations cycles. We need to examine these artefacts and their associated practices of development and use in multiple points of time and space. Our investigation picked up the early stages in the emergence of new arrangements for large-scale deployment of a broad and changing array of diagnostic AI tools. The picture changed significantly in the course of our research and it will be important to address the competing pressures shaping these developments and the different trajectories that may emerge. We note that our studies focused on research-oriented and highly expert elite settings of public medicine in Northern Europe. Different conceptions about AI deployment may emerge in other settings (e.g. contexts of commercial medicine where pressures to fragment and commodify services may dilute or by-pass the control currently being exercised by skilled clinical specialists). Further work is needed across a wider range of international contexts to address the influence of differing institutional, technological and cultural settings [61].

We conceive these studies as the initial stage of a longer-term enquiry into medical AI, informed by the Biography of Artefacts and Practices perspective [62]. This offers methodological guidelines and conceptual frameworks to go beyond short-term snapshot case-studies and extend detailed ethnographic enquiry longitudinally and across multiple locales. It highlights the need in this case i) to examine the spread of technologies across multiple sites and, ii) to conduct detailed studies across the technology lifecycle from development to initial implementation and subsequent extension and scaling of adoption. Over time, multiple studies can yield a more adequate biography of AI artefacts and practices over an extended timeframe.

As well as these medium-term developments, scholarship should engage with longer-term and systemic changes in health systems as AI tools become more widely adopted. Longer-term investigation is needed to address ways in which health service delivery and, for that matter, medical expertise and practice may evolve alongside the widespread adoption and embedding of AI tools.

6.2. Implications for policy and practice

This paper has direct implications for public policies to promote the development and uptake of AI tools. Public support, currently focused on initial innovation, should be extended to the whole life-cycle – including full-scale and sustained uptake and use. Experimentation involving technical and clinical specialists is not limited to initial model building but continues as tools are rolled out in real life and as technology use is scaled up. However, though many real-world experiments are currently happening as AI is deployed, the valuable learnings from these experiences are impaired as these distributed experiments are often not systematically evaluated [46]. It is 35 years since Fleck highlighted the importance of innovation in the arenas of technology implementation, and warned that painfully and expensively acquired adoption experience was not being systematically captured and applied elsewhere [21]. This is better recognised today, particularly in relation to AI, as exemplified by the NHS award/” title="https://transform.english.nhs.uk/ai-lab/ai-lab-programmes/ai-health-and-care-award/> AI in Health and Care Awards. However, collecting and sharing such implementation experience remains the exception rather than the rule. New forms of evaluation may be required to track the rapid evolution of these emerging technologies. Crucially evaluation needs to continue as a technology is rolled out and further innovated in use [63]. This will require new methodologies and infrastructures for efficiently and reliably achieving post-market surveillance [8].

We have documented some key early moves in the establishment of new institutional arrangements for the development, procurement, implementation, spread and dependable operation of AI tools and their extension across multiple conditions and forms of activity. Further research is needed to track the large-scale social experiment of embedding artificial intelligence, in conjunction with human expertise, in our health systems.
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