Assessing the Quality of a Knowledge Graph via Link Prediction Tasks

RUIQI ZHU, University of Edinburgh, UK
ALAN BUNDY, University of Edinburgh, UK
FANGRONG WANG, University of Edinburgh, UK
XUE LI, University of Edinburgh, UK
KUWABENA NUAMAH, University of Edinburgh, UK
LEI XU, Huawei Ireland Research Centre, Ireland
STEFANO MAUCERI, Huawei Ireland Research Centre, Ireland
J.Z. PAN, University of Edinburgh, UK and Huawei Edinburgh Research Centre, UK

Knowledge Graph (KG) Construction is the prerequisite for all other KG research and applications. Researchers and engineers have proposed various approaches to build KGs for their use cases. However, how can we know whether our constructed KG is good or bad? Is it correct and complete? Is it consistent and robust? In this paper, we propose a method called LP-Measure to assess the quality of a KG via a link prediction tasks, without using a gold standard or other human labour. Though theoretically, the LP-Measure can only assess consistency and redundancy, instead of the more desirable correctness and completeness, empirical evidence shows that this measurement method can quantitatively distinguish the good KGs from the bad ones, even in terms of incorrectness and incompleteness. Compared with the most commonly used manual assessment, our LP-Measure is an automated evaluation, which saves time and human labour.
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1 INTRODUCTION

A Knowledge Graph (KG) is, simply speaking, a set of subject-predicate-object \(\langle s, p, o \rangle\) triples, where the subject \(s\) and object \(o\) represent some individual entities or conceptual classes, while the predicate \(p\) asserts the relationship between \(s\) and \(o\) [29]. A KG is considered to be a simple, structured, yet expressive multi-graph representation of a knowledge domain. The past decade has seen a rise of the use-cases where KGs play a key role in achieving specific tasks, e.g. searching among semi-structured heterogeneous data, question answering, recommendation systems, protein classification, and so on [1, 13, 24, 37]. Consequently, the initial imperative step in leveraging the
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advantages of knowledge graphs is to construct a KG of a specific application domain. Unfortunately, these domain-specific KGs are currently not easy to construct. Moreover, after constructing a KG for a specific domain, we often lack a straightforward method of assessing the quality of such newly created graph.

One general method is to estimate the correctness by sampling a small set of triples from the constructed KG and manually checking the precision of these sampled triples [11, 18]. For example, the SymbolicKD [33] project constructed a Commonsense Knowledge Graph (CKG) with 4.38M triples by prompting a large language model, after which they manually checked the acceptance rate of the sampled 1000 triples. This method costs a lot of time and human labour and it can only estimate the correctness but not the completeness of a KG, and even this relies on the expertise of the checkers.

Motivated by the problem described above, in this paper, we consider how to automatically assess the quality of a given KG without either gold standards or human labelling. We propose a method called LP-Measure which can automatically assess the quality of a KG via the auxiliary link prediction task. Simply speaking, the main idea is to remove a small part of the KG, and then apply a standard suite of link prediction tools to check how many of the removed triples can be recovered. We claim that the more triples can be recovered, the more consistent the original KG is, and the more likely that the original KG is of high correctness and completeness.

We can view this measurement from an intuitive perspective of fitting statistical models on datasets: using the same collection of datasets, the statistical methods that produce more accurate predictions are considered to be better methods (e.g., evaluating probabilistic language models on the GLUE benchmark [30]). Conversely, using the same collection of statistical methods, the datasets that produce more accurate models are considered to be better datasets (e.g., higher-quality corpus lead to more powerful language models). Following the same idea, researchers usually evaluate different link prediction methods on some benchmark KGs, and conversely, we can evaluate the quality of KGs using the benchmark link prediction methods.

Unfortunately, our LP-Measure cannot assess the correctness and completeness of KGs. It is more likely to assess aspects such as consistency and robustness. More details on this are in section §6. Yet we shall argue that though correctness and completeness are the most desirable dimensions of quality, there is no way to measure them directly when gold standards are not available, and the best compromise is consistency. A KG of high consistency may likely indicate a KG of high correctness, and a KG of low consistency certainly indicates a KG of low correctness.

We claim that the main contributions of this paper are:

(1) The development of a measurement called LP-Measure to automatically assess the knowledge graph quality. To be more precise, we mainly assess consistency rather than correctness and completeness.

(2) Design of an experiment to empirically show that our LP-Measure is effective, at least in distinguishing the high-quality KGs from the low-quality ones.

2 RELATED WORK

In this section, we provide a brief survey on knowledge graph quality and the methods for its assessment. We would like to highlight that all of these assessment approaches in our survey require gold standards from human labour. In contrast, our proposed LP-Measure does not.

2.1 Quality of Knowledge Graphs

“Quality” is a broad and vague term, and could be defined in finer-grained dimensions. Zaveri et al. [36] proposed a comprehensive quality assessment framework designed for Linked Data
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Fig. 1. Linked Data quality dimensions and the relations between them. The dimensions marked with ‘*’ are specific for Linked Data [36]

(LD), which can also be viewed as a knowledge graph but attempts to inter-connect all the open knowledge graphs. The framework refines “quality” to 18 dimensions, grouped into 4 categories, as shown in Figure 1. We can see that some of these quality dimensions are specific to LD, such as whether a KG is licenced, and some are for humans, such as interpretability. In addition, some of them are related, such as consistency, accuracy (correctness), and completeness.

In the field of ontology engineering, a formal domain-independent framework called Onto-Clean [12] can be used to justify the decisions of ontology engineers without gold standards. This is done by examining the ontology and analysing the meta-properties of ontology classes, such as identity, unity, rigidity, dependence, etc.

Different from other datasets in the field of machine learning and general data analysis, Knowledge Graphs (and Semantic Web) usually evolve through time. Most well-known KGs, e.g., DBpedia and Wikidata are updated every day by users around the world. ConceptNet and YAGO also experienced several iterative releases in the past decade. Hence, how well a KG evolves is also an important dimension of quality, and is studied thoroughly [4, 22].

2.2 Assessing the Intrinsic Quality

Though there are many quality dimensions, we believe that the intrinsic dimensions, including correctness, completeness, and consistency, are more important than others. According to the framework of Zaveri et al [36], correctness (semantic accuracy) means the degree to which the triples can correctly reflect real-world facts, while completeness means the degree to which the entities and relations of a particular domain are represented in a KG (population completeness & property completeness). Consistency means a KG is free of contradictions with respect to its representation and inference mechanism. Generally speaking, consistency is a weaker notion of correctness and completeness. A correct and complete KG should also be consistent, whereas a consistent KG may be a total nonsense.

Most large KGs assess their quality by human evaluation, such as SymbolicKD [33] and Knowledge Vault [10]. As mentioned in §1, this is done by sampling a set of triples and manually checking the correctness of the sampled triples. The obvious drawback of human evaluation is that it costs time and money. There are papers on how to save time and optimise the estimation [11, 18] by designing better sampling strategies, but the drawback still exists.

Some KGs are built to facilitate downstream applications. In this case, the performance of the downstream applications can be used as indirect indicators of the quality of the KGs. A methodology called Competency Questions [8, 23] can be viewed as a general downstream task for ontologies and knowledge graphs. It borrows the idea from test-driven software development: before implementing
any function modules, software engineers clarify the engineering requirement and write the test suites. Then, this test suite can be used as a guide during development, and as an assessment tool after development: the more tests are passed, the higher quality of the software. Competency Questions-driven ontology development still requires the knowledge engineers first to write down a suite of questions that the expected ontology can answer.

There are studies on assessing the quality of triples. For instance, KGTtm [14] proposed a confidence measurement called Triple Trustworthiness to evaluate how much a triple in a KG can be trusted. The Trustworthiness is produced by a neural network trained to capture the triple semantics and global information of the KG. Besides the neural net approach, Inductive Summarisation [3] tried to learn a set of rules that can best summarise the KG, and leverage the induced rules to detect the abnormal triples. Both these methods and other similar approaches can be considered as variants and further applications of the knowledge graph link prediction task, of which the core idea is to train a model that captures the information of the KG, and use the model to score triples (either new triples or existing ones).

3 PRELIMINARY: KNOWLEDGE GRAPH LINK PREDICTION

In this section, we briefly explain some important notions used in our work.

**Knowledge Graphs** [19] are represented in a standard format for graph-structured data such as RDF. A knowledge graph $G$ is a tuple $(E, R, T)$, where $E$ is a set of entities, $R$ is a set of relation types, and $T$ is a set of relational triple $(s, p, o)$. Given a set of entities $E$, relations $R$, and triples $T$, a knowledge graph $G = (E, R, T)$ is a set of tuples, where $s, o \in E$ are respectively the head and tail entities of the triple, and $p \in R$ is the edge of the triple connecting head and tail [20].

**Ideal Knowledge Graphs** [3] is the KG $G^* = (E^*, R^*, T^*)$ that contains all the correct triples of the domain of interest and no incorrect ones. The notion of correctness (precision) and completeness (recall) is defined by comparing the constructed KG $G$ with this ideal KG $G^*$:

$$
correctness = \frac{|T \cap T^*|}{|T|} \quad completeness = \frac{|T \cap T^*|}{|T^*|}
$$

Nevertheless, this ideal KG is merely a conceptual aid, and usually does not exist. After all, if we have such an ideal KG at hand, we don’t need to bother constructing a KG.

**Link Prediction** [25, 32], or knowledge completion, is a typical task in the field of Knowledge Graph that aims to predict missing links between entities (triples) of a KG based on its existing knowledge. Our proposed measurement, LP-Measure, relies on knowledge graph link prediction as an auxiliary task.

Commonly used link prediction methods include TransE [6] and ComplEx [28]. Later methods based on deep neural networks include ConvKB [16] and GNN [35]. More advanced methods, based on pretrained language models, include MEM-KGC [7], SimKGC [31], and so forth.

In the link prediction research community, a new prediction model $M$ is usually evaluated in such a way: take an already known high-quality KG as a benchmark, remove some of its triples, and see how many triples can be recovered (predicted) by the new prediction model $M$. The more triples that are recovered, the better the performance of the prediction model. For example, when TransE [6] was proposed, it was evaluated in a KG called FB15k, a subset of Freebase [5], and WN11, a subset of WordNet [15].

More concretely, researchers split the triples of a KG into a training set and a test set. The triples in the training set are used to train the prediction model, while the triples in the test set, together with some generated synthetic negative triples are used to evaluate the performance of the trained model. Since almost all KGs only encode positive triples (those they believe to be correct) [2], so one may wonder how we can obtain the negative triples to facilitate training and testing. A
widely-used method in KG link prediction is **negative sampling** under the **Local Closed World Assumption** [17].

To evaluate the performance of a Link Prediction model, we train and then test it: for a positive (correct) triple and several negative (incorrect) triples, the prediction model will output scores of these triples, and rank the triples based on their scores. If more positive triples are ranked ahead of more incorrect ones, then this prediction model is considered to be more powerful in learning the features of a KG and predicting new triples. The commonly used metrics are Mean Reciprocal Rank (MRR) and Hit at K (Hit@k), both of which are within the unit interval $[0, 1]$, the larger the better.

$$MRR = \frac{1}{|Q|} \sum_{i=1}^{|Q|} \frac{1}{\text{rank}_{i}} \quad \text{Hit@k} = \frac{1}{|Q|} \sum_{i=1}^{|Q|} \mathbb{I}[\text{rank}_{i} < k]$$

where $Q$ is the test set, and $\mathbb{I}[\cdot]$ is the indicator function of an assertion, returning 1 if the assertion is true while 0 if the assertion is false. The removed triples for testing are called **silver standards** [21, 34] instead of gold standards because the benchmark KG, though high-quality, is not perfect.

The evaluation of link prediction algorithms are a kind of controlled experiment: we use the same benchmark KGs (FB15k or WN18), and check the performance of different link prediction models. Conversely, if we use the same benchmark link prediction models, we can also check the quality of different KGs. This is the main idea of our proposed measurement method, LP-Measure.

### 4 LP-MEASURE

LP-Measure is inspired by the task of link prediction and the idea of controlled experiment. One key observation/assumption of link prediction is that:

**It is possible to predict the missing triples of a KG based on its existing structure. The higher quality a KG is, the more reliably we can predict the missing triples [26, 32].**

Here “high quality” means high correctness and completeness, assuming there is an ideal KG. This observation is quite straightforward and intuitive. After all, the task of link prediction is to capture the information and underlying patterns of the existing triples, and leverage them to predict the missing triples. If the existing triples contain a lot of noise or miss a lot of information, then the prediction model cannot learn well and will make inaccurate predictions. Therefore, to be able to conduct the task of link prediction, a precondition is that this KG should be already relatively correct and complete. Taking a further step, we **hypothesise** that

**For a high-quality KG, we can remove a small part of the KG, and reliably recover (predict) the removed part. The higher the quality is, the more removed triples we can recover.**

In other word, a high-quality KG is also highly recoverable. Based on the hypothesis above, we propose to **use a controlled set of link prediction models** (served as a benchmark) to assess the quality of different KGs.

The idea is simple: first of all, we determine a controlled set of link prediction algorithms as the benchmark, e.g., TransE or ComplEx. Given a KG $G$ whose quality is unknown, we randomly remove a small part of the KG. We denote the removed triples to be $g$ and the rest to be $G$ (similar to the training/test set split). Then we train the benchmark link prediction model $M$ on $G$.

Finally, we apply the trained model to recover the removed triples in $g$. If most of the removed triples can be recovered, then we can claim that the given KG $G$ is of high-quality. Algorithm 1 is the pseudo-code of our proposed method. The returned link prediction result, e.g., $mrr$ score, indicates the quality of the KG $G$, the higher the score $mrr$, the higher the quality of $G$. 
Algorithm 1: Measuring quality of KG by Link Prediction

Data: The given knowledge graph $G$, the given link prediction model $M$

Result: The link prediction result $mrr$ or $hit_{@k}$

$G, g \leftarrow \text{split}(G)$;
$m \leftarrow \text{train}(M, G)$;
$mrr, hit_{@k} \leftarrow \text{evaluate}_\text{prediction}(m, g)$

5 EXPERIMENT

In this section, we provide empirical evidence to support the effectiveness of our proposed measurement method, LP-Measure. It is a direct application of the hypothesis:

For a high-quality KG, we can remove a small part of the KG, and reliably recover (predict) the removed part. The higher the quality, the more removed triples we can recover.

To evaluate the hypothesis, we conducted an empirical experiment that performed the following:

1. Identify a well-known good KG $G$.
2. Create a worse KG $G'$ i.e., less correct and less complete ones, based on the good KG $G$.
3. Apply LP-Measure on both $G$ and $G'$, obtaining corresponding link prediction results. In this experiment, we showed the results of $MRR$, $Hit_{@1}$, and $Hit_{@3}$.

If we see the link prediction results of $G$ significantly greater than that of $G'$, then here is the evidence supporting our hypothesis, and justifying the efficacy of our LP-Measure.

Within this framework, we chose 4 good KGs: FB15k, FB15k-237, WN18, WN18RR [6, 9, 27]. These 4 KG datasets are widely used in the link prediction research community, and we believe that the popularity of these benchmark KGs indicates their well-recognised high quality (correctness, completeness, and consistency). We chose 2 models, TransE [6] and ComplEx [28], implemented by Ampligraph¹, which are also well-known in the link prediction community. There are many more powerful and later models, but TransE and ComplEx are simple and easy to run. The deep neural network models or even the transformer models are too slow and demand too much computing power. After all, the important point is to use a fixed link prediction models, not to use the state-of-the-art model. When removing triples, we randomly take off 10% of the triples, i.e., we did a 90%/10% split, and LP-Measure will check how many triples of the removed 10% can be recovered from the rest 90%.

We created 2 types of “worse” KGs: incorrect KGs and incomplete KGs.

5.1 Incorrect KG

We create an incorrect KG by replacing part of the triples with negative ones generated by negative sampling techniques as mentioned in §3. Here we chose 25% and 50% triples to corrupt because we consider it to be a fair enough proportion to create a noisy KG. We apply the LP-Measure on both good and worse KGs. Figure 2a show the experimental results.

Recall that both MRR and Hit@k are within the unit interval $[0, 1]$, the larger the better. We can see that the link prediction results of the original (good) KGs significantly outperform the injected (worse) KG, which is empirical evidence supporting that our measurement method is effective in distinguishing the correct KGs from the incorrect ones. Given that the more incorrect triples injected, the lower the MRR and Hit@k, we can say that LP-Measure is a quantitative assessment method, i.e., the higher LP-Measure, the better KG quality.

¹https://github.com/Accenture/AmpliGraph/
5.2 Incomplete KG

We create an incomplete KG by randomly taking out some triples from the original KG. Unlike the previous experiment on incorrectness, we don’t inject any corrupted triples. Again we took out 25% and 50% of the triples, to create incomplete versions compared with the original one. We apply the LP-Measure on both the good and worse KGs. Figure 2b shows the experimental results.

(a) LP-Measure results of the original datasets and the worse versions with injected incorrect triples. Metrics are computed by averaging those of TransE and ComplEx.

(b) LP-Measure results of the original datasets and the worse versions with missing triples. Metrics are computed by averaging those of TransE and ComplEx.

Fig. 2

Similar to the previous experiment on inconsistency, we can see that the link prediction results of the original (good) KGs significantly outperform the incomplete (worse) KG, except in the FB15k dataset, where the KG taken out 50% of triples got even better results than the one taken out only 25%. The experimental results of incompleteness do not look as convincing as those of the experiment on incorrectness, this also indicates that the LP-Measure may not be good at distinguishing the complete one and the incomplete one, which is also evidence supporting our thought that the LP-Measure concerns the self-consistency and redundancy of a KG.

Interestingly, the datasets FB15k vs FB15k-237, and WN18 vs WN18RR also constitute 2 pairs of incompleteness comparison. We show the MRR results of them in Table 1. FB15k-237 and WN18RR are subsets of FB15k and WN18 respectively by removing the inverse relations, e.g., (s, hyponym, o) and (o, hypernym, s) to avoid test leakage [9, 27]. Thus, a link prediction algorithm always gets lower results in FB15k-237 and WN18RR than FB15k and WN18, which is commonsense in the research community. This commonsense is also evidence supporting the claim that the higher LP-Measure a KG would be, the more complete (redundant) it is.

Another interesting result is that the LP-Measure of WN18 (WN18RR) is significantly better than that of FB15k (FB15k-237). This also aligns with our intuition, since the domain of FB15k is open world knowledge, so we expect that the KG would be fairly incomplete and involve many mistakes. In contrast, the domain of WN18 is merely lexical knowledge, which is a much smaller
Table 1. MRRs on all the original datasets

<table>
<thead>
<tr>
<th>Model</th>
<th>FB15k</th>
<th>FB15K-237</th>
<th>WN18</th>
<th>WN18RR</th>
</tr>
</thead>
<tbody>
<tr>
<td>TransE</td>
<td>0.145</td>
<td>0.127</td>
<td>0.180</td>
<td>0.143</td>
</tr>
<tr>
<td>ComplEx</td>
<td>0.417</td>
<td>0.241</td>
<td>0.813</td>
<td>0.395</td>
</tr>
<tr>
<td>Average (LP-Measure)</td>
<td>0.281</td>
<td>0.184</td>
<td>0.495</td>
<td>0.269</td>
</tr>
</tbody>
</table>

and restricted domain. Therefore, we would expect that such a constructed KG would be more correct and complete than the one of open world knowledge.

6 DISCUSSION AND LIMITATIONS

Though the LP-Measure is simple, effective, and doesn’t require gold standards and extra human labelling, has some limitations.

The most significant limitation is that LP-Measure, by removing part of a KG and measuring how much can be recovered, cannot assess the correctness and completeness of a KG. Rather, it measures the aspect of self-consistency or redundancy of a KG. Since self-consistency and redundancy are weaker notions than correctness and completeness (a correct and complete KG must be self-consistent while a self-consistent KG is not necessarily correct and complete), the LP-Measure is not as powerful and useful as correctness and completeness.

Secondly, it is an indirect measurement. What we can obtain are the link prediction metrics like MRR or Hit@k on that KG, not as straightforward as direct measurements like precision and recall.

Lastly, LP-Measure only works well on large KGs. Because it exploits link prediction models to do the measurement. Most link prediction models require large data to learn the statistical patterns and perform link prediction. Thus, our measurement may not well reflect the quality of small KGs. There could be KGs with less than 100 triples describing a very small domain, e.g., the relationship within a family. In this case, most data-driven link prediction models will not work. A rule of thumb is that, if we can assess the quality of all triples by hand, then we don’t need to bother with the LP-Measure.

However, in cases where there are no gold standards to compute precision and recall, our measurement can serve as a quick and easy-to-use probe. We can always use the LP-Measure as a preliminary probe, after which we can decide whether or not to spend some time on human labelling and compute the precision for correctness (and hopefully the recall for completeness).

7 CONCLUSION

In this paper, we proposed a method called the LP-Measure to assess the quality of a KG by means of link prediction tasks. The biggest advantage of our LP-Measure is that it can be run in a fully automated manner, without extra human labour to provide gold standards. Though the applicability is limited, and LP-Measure essentially assesses the consistency of a KG instead of the more desirable correctness and completeness, empirical experiments show that our proposed measurement is effective for large KGs, at least where it can distinguish the good KGs from the bad ones.
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