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The Cohort Shapley Value to Measure Fairness in Financing Small and Medium Enterprises in the UK

Abstract

Banks are relying on machine learning techniques to support their decisions in financing small and medium enterprises (SMEs). As regulators require that credit decisions are transparent, there is a need to develop methods to measure fairness. We propose a weighted average of the Cohort Shapley value, which removes impossible feature combinations, and a relative fairness score for assessing the fairness level within sub-populations. Based on our knowledge, this is the first paper that investigates the fairness of UK financial institutions in providing funding to SMEs. Our findings reveal discrimination against start-up, micro, women-led companies, and owners of Asian ethnic backgrounds.
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1. Introduction

To protect consumers, credit decisions taken by financial institutions need to be transparent (Bracke et al., 2019). For example, if a credit application has been rejected, the applicant has the right to ask for explanations about the credit decision. Machine learning (ML) techniques, known for their black-box nature, are increasingly being utilized by banks for credit scoring due to their high accuracy. This has led to a growing body of literature focusing on the need for explainability (Bussmann et al., 2021) and fairness (Kozodoi et al., 2022) in credit assessment processes. As banks are adopting ML techniques for their high accuracy, and the complexity of the ML techniques makes them black-box models, there is an extended literature on explainability (Bussmann et al., 2021; Bueff et al., 2022) and fairness (Kozodoi et al., 2022) for credit scoring models. These previous studies analyze accepted credit applications and assess the fairness of credit default.

As most of the literature studies the customer classification based on default records, however, to the best of our knowledge, no analysis has previously focused on fairness for access to finance for SMEs. This gap in the literature is mainly due to the lack of data availability on the outcomes of SMEs’ credit applications. To fill this gap, we analyze the SME Finance Monitor survey, the largest survey in the UK on finance for SMEs. This survey provides data not only on accepted applicants but also on those that have been rejected.

Explainable Artificial Intelligence (XAI) methods have been developed to open up black-box models and provide insights into the mechanisms of ML algorithms.
Within XAI, the study of feature importance has garnered significant attention. A feature is deemed important either because changing it has a causal effect, or because changing it leads to a significant change in the predictions, or because leaving it out of a model reduces the model’s prediction accuracy. Shapley value is one of the most widely used techniques for explaining feature importance in individual predictions. Shapley value was initially introduced in game theory to define a reward allocation to a team and the importance of each player in the team Shapley (1953). In the XAI field, Strumbelj and Kononenko (2014) and Lundberg et al. (2017) adapt the concept of Shapley value, known as SHapley Additive exPlanations (SHAP), to explain the importance of features in individual predictions, where the game players are considered as the features, and the rewards are defined as the expected predictions. However, a limitation of the classical Shapley value-based explanation methods is that its calculation involves feature value combinations that may be infeasible, known as the extrapolation issue (Rudin, 2019; Kumar et al., 2020; Hooker et al., 2021; Mase et al., 2022).

In this analysis, we consider the Cohort Shapley value proposed by Mase et al. (2019, 2022) to address this issue. As the survey data are weighted to make the observations representative of the population, we further suggest a Weighted average of the Cohort Shapley (WCS) value. Furthermore, we propose a Relative Fairness Score (RFS) as a function of the WCS values. We apply our proposals to data collected by the SME Finance Monitor survey, which represents the largest survey on SME finance in the UK. We consider 1,102 SMEs that sought a bank loan in the last 12 months from the second quarter 2018 to the third quarter 2020. In line with the literature on access to finance for SMEs, we focus on some firms’ characteristics, such as owner’s gender and ethnicity, number of employees, age, and turnover (Calabrese et al., 2022). We emphasize that previous studies on discrimination in accessing external finance for SMEs are mainly based on regression approaches that do not allow to assess the fairness of the credit decisions.

Coherently with previous results (Hewa-Wellalage et al., 2022), we obtain that loan applications from women-led companies face a mild level of disadvantage. Micro companies and start-ups are usually considered unreliable debtors for their lack of funding resources and company history (Department for Business, Innovation and Skills, 2014). For these reasons, micro and start-up companies face significant disadvantages in securing external funding. There is an extended literature on the disadvantages faced by companies whose owners are from ethnic backgrounds (Cowling et al., 2023; Fraser, 2009; Smallbone et al., 2003). We obtain that owners with an Asian background are significantly discriminated against, while the Black ethnic group is highly advantaged in the credit decision process.

The paper is organized as follows. Section 2 illustrates the methodology on the Cohort Shapley value. Section 3 describes SME data set, and Section 4 provides the main empirical results. Finally, Section 5 presents the conclusions.
2. Methodology

2.1. The Cohort Shapley value

Consider a data set of \( n \) SMEs with each observation characterized by \( d \) SME features. Each observation is denoted as \( x_i = (x_{i1}, \ldots, x_{id}), i = 1 \ldots n \). The outcome of the SME credit application is denoted as \( y_i \), where \( y_i = 1 \) if the loan is granted, and 0 otherwise. In practice, a financial institution often uses a ML model \( f(\cdot) \) to provide predictions \( \hat{y}_i \) based on the values \( x_i \), i.e., \( \hat{y}_i = f(x_i) \). \( f(\cdot) \) is often a black-box model, which can be challenging to interpret. As financial institutions need to be able to explain their credit decision outcome to the applicants, XAI methods such as Shapley value have been widely used to explain the default importance for the credit application outcome \( \hat{y}_i \).

Specifically, the definition of Shapley value assumes that \( d \) features produce a value \( \text{val}(1 : d) \). For a subset \( u \) of \( d \) features, denoted as \( u \subseteq \{1 : d\} \), the produced value is \( \text{val}(u) \). To explain the prediction \( f(x_t) \) of a target observation \( x_t, t \in \{1 \ldots n\} \), we consider the Shapley value \( \phi_{t,j} \) is the marginal contribution of features \( j \), defined as:

\[
\phi_{t,j} = \frac{1}{d} \sum_{u \subseteq \{1 \ldots d\} \setminus j} (d - 1)^{-1} (\text{val}_t(u + j) - \text{val}_t(u)), \quad j \in \{1 : d\},
\]

where \(|\cdot|\) is the cardinal of a set, and \( \text{val}(\emptyset) = 0 \) by convention.

Traditional explainable methods, such as SHAP, use the value function

\[
\text{val}_t(u) = \mathbb{E}(f(\cdot)|x_{tu}) - \mathbb{E}(f(\cdot)),
\]

where \( x_{tu} \) is a sub-vector of \( x_t \) contains only feature values in \( u \), and \( \mathbb{E}(f(\cdot)|x_{tu}) \) is a conditional expectation function of ML model \( f \) with features in \( u \) fixed at values of the target observation. The calculation of \( \text{val}_t(u) \) in equation (2) requires the evaluation of \( f \) on data points that might do not exist in the given data set, which can result in using combinations of feature values that are unlikely or even infeasible in reality, known as the extrapolation issue (Kumar et al., 2020).

The Cohort Shapley method proposed by Mase et al. (2019, 2022) circumvents the need for accessing \( f(\cdot) \) on infeasible feature combinations by defining cohort sets of the target observation, where the cohort set includes observations that are deemed ‘similar’ to the target observation based on a subset of predictors. The notion of similarity is established using target-specific similarity functions \( z_{ij} \), where \( z_{ij}(x_{ij}) = 1 \) indicates that observation \( i \) is similar to target \( x_{ij} \) based on feature \( j \), whereas dissimilarity is represented by a value of 0. For categorical features, a straightforward approach to identifying observations similar to the target with respect to this feature is by employing an identity function. For instance, two observations can be deemed similar in terms of the company leader’s gender if they are both women-led. On the other hand, for real-valued features, a distance-based similarity function can be employed.
Then for each target observation $x_t$, the cohort set for a subset $u$ of features is defined as

$$C_{t,u} = \{i \in \{1 : n\} | z_{tj}(x_{ij}) = 1, \text{for all } j \in u\},$$

with $C_{t,\emptyset} = \{1 : n\}$ by convention. $C_{t,u}$ is the cohort set of observations that are similar to the target for all features in $u$ but not necessarily features in $\{1 : d\} \setminus u$. Given the cohort set, the cohort averages are defined as:

$$\bar{y}_{t,u} = \frac{1}{|C_{t,u}|} \sum_{i \in C_{t,u}} y_i. \quad (3)$$

As in our case, the SME observations are associated with survey weights, we use a weighted average to calculate equation (3). Then the corresponding Cohort Shapley value function is given by:

$$\text{val}_{CS}(u) = \bar{y}_{t,u} - \bar{y}_{t,\emptyset} = \bar{y}_{t,u} - \bar{y}. \quad (4)$$

where $\bar{y} = (1/n) \sum_{i=1}^{n} y_i$. Following equation (1), the Cohort Shapley value for the $j$-th feature of target observation $x_t$ is given by:

$$\phi_{CS}^{t,j} = \frac{1}{d} \sum_{u \subseteq \{1:d\} \setminus j} \left(\frac{d - 1}{|u|}\right)^{-1} (\bar{y}_{t,u+j} - \bar{y}_{t,u}). \quad (5)$$

A positive value of Cohort Shapley $\phi_{CS}^{t,j}$ implies that the corresponding feature $j$ has a positive impact on the outcome $y$, while a negative value implies a negative impact. Notably, traditional explainable methods such as SHAP necessitate the existence of an ML model, for example, computing equation 2 using $\hat{y}_i = f(x_i)$. In contrast, by equation (5), Cohort Shapley values can be computed from the observed response values $\{y_i\}_{i=1}^{n}$, enabling its direct application to a provided dataset even without a built ML model. We apply the Cohort Shapley value to the observed outcomes of the credit applications and not to the ML techniques as the survey data are provided by several UK financial institutions that adopt different ML techniques. Furthermore, using real observations can avoid that the results are dependent on the particular ML technique Rudin (2019).

However, when an existing ML model is in use, Cohort Shapley operates similarly to other XAI methods like SHAP by replacing $y_i$ with $\hat{y}_i$ in Equations (3) to (5), while effectively addressing the extrapolation issue. Moreover, Cohort Shapley can also be used to explore the feature importance concerning the residuals $y_i - \hat{y}_i$.

### 2.2. A relative fairness score

Each categorical feature $j$ may divide the population into several groups, to summarize the degree of fairness for the $k$-th group with respect to a feature $j$, we calculate the Weighted average $WCS_{k,j}$ of the Cohort Shapley values $\phi_{CS}^{t,j}$ for all observations in the group:

$$WCS_{k,j} = \frac{\sum_{i \in \text{group}_k} w_i \phi_{CS}^{t,j}}{\sum_{i \in \text{group}_k} w_i}. \quad (6)$$
where \( w_i \) is the survey weight associated with each observation in the SMEs Finance Monitor survey analyzed in this paper. \( WC_\text{S}^k,j \) \( < 0 \) indicates that group \( k \) is, on average, disadvantaged in the system, while \( WC_\text{S}^k,j \) \( > 0 \) implies an advantage.

To further gauge the severity of the disadvantage, we normalize the weighted averages by the minimum and maximum values that a group could obtain given the dataset. For a disadvantaged group, we create a biased system where observations in that group receive no financial support, while all observations in the privileged group receive financial support. We then calculate the Cohort Shapley values under this biased system to obtain the average minimum score \( WC_\text{S}^\text{min}^k,j \) that the group can obtain. Similarly, we can define another biased system where the privileged and disadvantaged groups are swapped to obtain the maximum score \( WC_\text{S}^\text{max}^k,j \) that the group can achieve.

Then, a relative fairness score (RFS) can be calculated as:

\[
RFS_{k,j} = \frac{WC_\text{S}^k,j - WC_\text{S}^\text{min}^k,j}{|WC_\text{S}^\text{max}^k,j - WC_\text{S}^\text{min}^k,j|} = \frac{WC_\text{S}^k,j - WC_\text{S}^\text{min}^k,j}{2 \cdot WC_\text{S}^\text{min}^k,j}.
\]  

(7)

The last equation in (7) results from the observation that \( WC_\text{S}^\text{max}^k,j \) is equivalent to \(-WC_\text{S}^\text{min}^k,j\), owing to the exchange of groups between the two biased systems. The RFS score takes values within \([0, 1]\). A low \( RFS_{k,j} \) value less than 0.5 suggests that group \( k \) is at a disadvantageous position in the system concerning feature \( j \). Conversely, a high \( RFS_{k,j} \) value greater than 0.5 indicates a privileged situation.

Fairness measures based on Cohort Shapley show the following advantages: first, they bypass the extrapolation issue mentioned in Section 2.1; second, compared to other fairness measures based on false/negative errors (Babić et al., 2020; Chouldechova, 2017), they are independent of the specific classification threshold and less affected by the class imbalance (Chen et al., 2024).

3. Data

We analyze data gathered from the SME Finance Monitor survey over the period from the second quarter 2018 to the third quarter 2020. This is the largest survey on SME finance in the UK, with 4,500 companies interviewed every quarter. Coherently with the criteria established by the European Commission, SMEs are eligible for the SME Finance Monitor interview if they meet the following conditions: (i) not 50%+ owned by another company; (ii) not run as a social enterprise or as a not-for-profit organization; (iii) turnover of less than £25m and (iv) number of employees lower than 250. Quotas are set by size, sector and region to have a representative sample.

Initially, we consider only the SMEs that sought a bank loan in the last 12 months, given by 1,620 companies. We exclude records with missing or unknown values, resulting in a dataset with \( n = 1,102 \) SMEs.
4. Empirical results

To evaluate the fairness of funding allocation to SMEs, we consider some firms’ characteristics based on the literature on access to finance for SMEs (Cowling et al., 2023; Hewa-Wellalage et al., 2022; Department for Business, Innovation and Skills, 2014). Particularly, we examine ethnicity, start-up, women leading, and enterprise size following the classification of the European Commission\(^1\) based on turnover and number of employees. When computing the Cohort Shapley values, we use the given observations directly and no ML model is built, i.e., use \(y_i\) in equation (5), as the several financial institutions represented in the survey data adopt different ML techniques.

Figures 1-5 display the distributions of the Cohort Shapley values for gender, ethnicity, number of employees, turnover and firms’ age, respectively, while Figure 6 shows the RFS results for the above features. The group sample sizes are reported in Appendix A.

![Figure 1](image_url)

Figure 1: The Cohort Shapley results for feature ‘women lead’.

Plot (a) of Figure 1 illustrates the histogram of Cohort Shapley values for each observation obtained from the dataset, therefore, the ‘true’ system. For companies with women leaders, the WCS value is \(-0.025\), represented by the orange vertical line. Based on equation (6), the negative value of WCS indicates that women-led companies face, on average, disadvantages in their loan applications. This is because most of the cohort Shapley values \(\phi^{CS}_{t,j}\) defined in equation (5) are negative so being a women-led company has a negative impact on the chance of having the loan application approved. Coherently with the expectations and the results obtained in the literature (Hewa-Wellalage et al., 2022), men-led companies exhibit, on average, privilege, with \(WCS_{Men} = 0.027\), represented by the blue vertical line. We observe that the histograms for men and women-led companies have similar central tendencies.

\(^1\)https://single-market-economy.ec.europa.eu/smes/sme-definition_en
To assess the severity of unfairness, we construct a highly ‘biased’ system, wherein all women-led companies have their loan applications rejected while all men-led companies are granted loans. Subsequently, we recompute the WCS values for the two groups of companies using these artificial outcomes, as depicted in Plot (b). In this extremely biased system based on gender, we obtain $WCS_{\text{Women}}^{\text{min}} = -0.298$ and $WCS_{\text{Men}}^{\text{min}} = -0.300$. Consequently, the estimated range for $WCS_{\text{Women}}$ (or $WCS_{\text{Men}}$) lies within the interval $[-0.298, 0.298]$. Comparing this range to the WCS values in the true system, it is evident that the difference between men and women-led companies (i.e., the advantage and disadvantage groups) is not obvious. Indeed, the computed RFS for women-led companies is

$$RFS_{\text{Women}} = \frac{0.027 - (-0.300)}{2 \times (-0.298)} = 0.46,$$

and for men-led companies,$$RFS_{\text{Men}} = \frac{0.027 - (-0.300)}{2 \times (-0.300)} = 0.54$$, both of which are close to the RFS threshold of 0.5 (See Figure 6).

Figure 2 illustrates the results for the ‘Ethnicity group’. Within the dataset, the Asian (red) and mixed-ethnic groups (green) are identified as disadvantaged, with respective WCS values of $WCS_{\text{Asian}} = -0.173$, and $WCS_{\text{Mixed}} = -0.142$. Conversely, the white and black ethnic groups are observed to be privileged. In the biased system (Plot (b) of Figure 2), notable changes in WCS values are observed for the Mixed and Asian groups.

For company size, we consider the classification of the European Commission based on turnover and the number of employees. For turnover, a company is defined as micro if the turnover is lower than 2 million euros, small if the turnover is lower than 10 million euros and medium if the turnover is lower than 43 million euros. For employees, a company is classified as micro if the number of employees is lower than 10, small if it is lower than 50 and medium if it is lower than 250. Figures 3 and 4

reveal the disadvantages faced by micro companies according to both the definitions based on the number of employees and turnover.

The results depicted in Figure 5 indicate that start-up companies, defined as companies with a duration of less than 12 months, face a disadvantage in loan applications, in line with the results in the literature (Cowling et al., 2018).

We also conduct two-tail weighted Kolmogorov–Smirnov tests on Cohort Shapley values among groups in the true system. Appendix B presents the corresponding test statistics and p-values. The results reveal statistically significant differences (at the 5% significance level) in Cohort Shapley values among various group divisions based on feature categories. The only exception is the Cohort Shapley values for employment size small and medium groups.

Figure 6 visually summarizes the RFS values for all the groups analyzed in the previous sections. The bars in the figure are centered at 0.5, representing the RFS
Analyzing the results, it is evident that women-led companies experience a relatively mild level of disadvantage, as indicated by the RFS values. On the other hand, micro and start-up companies, as characterized by turnover, employment size, and company age, face notable disadvantages in loan applications. Among the different ethnic groups, Asian companies demonstrate the greatest level of disadvantage, while the Black ethnic group exhibits the highest level of advantage in terms of loan application outcomes. The latter result contrasts with previous US studies (Blanchard et al., 2008) showing that African Americans are mostly disadvantaged.

To check the robustness of our results, we randomly extract 80% of the observa-
tions and we obtain similar results by performing the same analysis \(^3\).

5. Conclusion

Based on our knowledge, this is the first paper that assesses the fairness of SMEs in accessing external finance. The main contribution of our analysis is that we consider not only accepted credit applications but also those that have been rejected. To achieve this goal, we analyze the data collected by the SME Finance Monitor survey, the largest survey on SME finance in the UK.

To evaluate fairness, we consider the Cohort Shapley value because it bypasses the extrapolation issue in the Shapley value calculation, avoiding model evaluation on the infeasible combinations. We suggest the relative fairness score based on the Cohort Shapley value to measure the extent of privilege or disadvantage experienced by different groups based on factors such as gender, turnover, employment size, company age, and ethnicity.

Our findings reveal that women-led companies in the UK face a relatively mild level of disadvantage in loan applications. Micro and start-up companies, characterized by smaller turnovers, employment sizes, and younger ages, encounter notable disadvantages in securing loans. Moreover, the analysis highlights the significant disadvantage faced by Asian companies in the loan application process. Our results show that the Black ethnic group in Britain exhibits a higher level of advantage. Financial institutions can adopt the approaches suggested in this study to assess the fairness of their credit decisions and be compliant with the regulations on the adoption of ML techniques.

\(^3\)The code of our analysis is available at https://github.com/LuXuefei/CohortShapleyforFairnessSMESurvey
Appendix A. Dataset

Table A.1: Sample sizes and RFS for the SME Finance Monitor Survey data.

<table>
<thead>
<tr>
<th>Feature Group</th>
<th>Sample Size</th>
<th>RFS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Turnover</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Micro</td>
<td>929</td>
<td>0.444</td>
</tr>
<tr>
<td>Small</td>
<td>145</td>
<td>0.558</td>
</tr>
<tr>
<td>Medium</td>
<td>28</td>
<td>0.522</td>
</tr>
<tr>
<td>Ethnicity group</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>1031</td>
<td>0.639</td>
</tr>
<tr>
<td>Black or Black British</td>
<td>12</td>
<td>0.796</td>
</tr>
<tr>
<td>Mixed</td>
<td>14</td>
<td>0.375</td>
</tr>
<tr>
<td>Asian or Asian British</td>
<td>45</td>
<td>0.352</td>
</tr>
<tr>
<td>Employment size</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Micro</td>
<td>543</td>
<td>0.465</td>
</tr>
<tr>
<td>Small</td>
<td>447</td>
<td>0.535</td>
</tr>
<tr>
<td>Medium</td>
<td>112</td>
<td>0.519</td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Start-up</td>
<td>31</td>
<td>0.445</td>
</tr>
<tr>
<td>Non start-up</td>
<td>1071</td>
<td>0.555</td>
</tr>
</tbody>
</table>

Appendix B. Kolmogorov–Smirnov Tests for Cohort Shapley Values

The computed two-tailed weighted Kolmogorov–Smirnov (KS) test statistic for Cohort Shapley values for women-led vs. men-led companies is 0.72 (p-value = 1.25 × 10^{-138}). The KS test statistic for start-up vs. non start-up companies is 0.52 (p-value = 5.53×10^{-8}). Table B.2 provides the KS test statistics and their corresponding p-values for the remaining features, including ethnicity group, employment size, and turnover.

Table B.2: Two-tail Weighted Kolmogorov–Smirnov Tests for Cohort Shapley Values with p-values in the parentheses. If the p-value is lower than the significance level (5%), we reject the null hypothesis that the two samples are coming from the same distribution.

<table>
<thead>
<tr>
<th>Ethnicity group</th>
<th>White</th>
<th>Black or Black British</th>
<th>Mixed</th>
<th>Asian or Asian British</th>
</tr>
</thead>
<tbody>
<tr>
<td>White</td>
<td>0 (1)</td>
<td>0.87 (4.11 × 10^{-11})</td>
<td>0.90 (2.71 × 10^{-14})</td>
<td>0.90 (6.33 × 10^{-14})</td>
</tr>
<tr>
<td>Black or Black British</td>
<td>0 (1)</td>
<td>0.89 (3.49 × 10^{-6})</td>
<td>0.90 (2.70 × 10^{-9})</td>
<td>0.41 (0.032)</td>
</tr>
<tr>
<td>Mixed</td>
<td>0 (1)</td>
<td>0.11 (0.18)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asian or Asian British</td>
<td>0 (1)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Employment size</th>
<th>Micro</th>
<th>Small</th>
<th>Medium</th>
</tr>
</thead>
<tbody>
<tr>
<td>Micro</td>
<td>0 (1)</td>
<td>0.84 (8.92 × 10^{-156})</td>
<td>0.80 (6.50 × 10^{-65})</td>
</tr>
<tr>
<td>Small</td>
<td>0 (1)</td>
<td>0.11 (0.18)</td>
<td></td>
</tr>
<tr>
<td>Medium</td>
<td>0 (1)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Turnover</th>
<th>Micro</th>
<th>Small</th>
<th>Medium</th>
</tr>
</thead>
<tbody>
<tr>
<td>Micro</td>
<td>0 (1)</td>
<td>0.92 (7.11 × 10^{-44})</td>
<td>0.89 (1.38 × 10^{-26})</td>
</tr>
<tr>
<td>Small</td>
<td>0 (1)</td>
<td>0.87 (4.11 × 10^{-11})</td>
<td></td>
</tr>
<tr>
<td>Medium</td>
<td>0 (1)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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- We analyze the fairness of financing small and medium enterprises in the UK.
- We propose a relative fairness score based on the Cohort Shapley value.
- Women-led and start-up companies face a limited disadvantage.
- Micro companies and owners with Asian backgrounds are highly discriminated against.
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