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ABSTRACT
Predicting the click-through rate (CTR) of an item is a fundamental task in online advertising and recommender systems. CTR prediction models are typically trained on user click data from traffic logs. However, users are more likely to interact with items that were shown prominently on a website. CTR models often overestimate the value of such items and show them more often, at the expense of items of higher quality that were previously shown at less prominent positions. This self-reinforcing position bias effect reduces both the immediate and long-term quality of recommendations for users. In this paper, we revisit position bias in a family of state-of-the-art neural models for CTR prediction, and use synthetic data to demonstrate the difficulty of controlling for position. We propose an approach that encourages neural networks to use position (or other confounding variables) as much as possible to explain the training data, and a metric that can directly measure bias. Experiments on two real-world datasets demonstrate the effectiveness of our approach in correcting for position-like features in 2 state-of-the-art CTR prediction models.

CCS CONCEPTS
• Information systems → Online advertising; Retrieval models and ranking.

KEYWORDS
Click Models; Position Bias; Neural Ranking Models.

ACM Reference Format:

Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s).

CIKM ’23, October 21–25, 2023, Birmingham, United Kingdom  
© 2023 Copyright held by the owner/author(s).  
https://doi.org/10.1145/3583780.3614994

1 INTRODUCTION
Click-through-rate (CTR) prediction is the task to estimate the probability of an item being clicked when it is presented to a user. It is a key task for content selection and ranking in recommender systems. Neural or “deep learning” approaches to CTR prediction are successful as a flexible framework for combining multiple sources of context and information (e.g., [5, 9, 26]). The products shown to users on a retail website are often curated for a particular user, but are in the context of a given widget, at a particular position, on a particular page, at a particular time. Any piece of information relevant to the current ranking task can be potentially represented as a vector of numbers, an embedding, and included as input to a neural architecture that chooses which items to show. The embedding representations, and how to combine them, can all be learned as part of the end-to-end training of a single large system (e.g., [6]).

Although deep learning methods have been amazingly successful at fitting models with far more parameters than data points, care is still required. A system may perform well on the training data, and held-out validation data generated in the same way. However, models can’t generally extrapolate well to all new situations [21]. And if we use a model to evaluate the CTR of all possible items that could be shown, then by design we are evaluating the model at new hypothetical situations.

We first consider dealing with data where past recommendations were shown at different page positions. An item that would be good to show might previously have performed poorly because it was shown at low page positions. If we wrongly attribute the poor outcomes to the quality or relevance of the item itself, we might incorrectly and unfairly choose to not show it. This position bias effect reinforces previous show decisions, which themselves could have resulted from poorly-fitted models, or models fitted to outdated data, or data biased by other systems on the website [3, 16].

Because page position is an observed quantity in logged ads data, we can attempt to control for it: we include it as an input to our model to help explain the observed outcomes. However, flexible neural models are often not identifiable [22]: a standard training loss alone is not enough to specify how the model should use position to explain the training data. Some models might be formally identifiable given infinite data, but not in practice given noisy finite
data. In these cases we require an inductive bias, or regularizer, that encourages the model to avoid reinforcing position bias.

We demonstrate the difficulty with controlling for variables in neural models using an extreme synthetic setup where we know the ground truth (Section 3). We propose an extra loss that encourages the model to use position as much as possible, potentially at the expense of over-exploring items in future. We then describe how to detect and measure bias in real-world data, before applying our proposed method to existing CTR prediction models (Sections 5). Given how easily the method can be applied in principle to any model architecture, and its effectiveness in removing position bias in our examples, we think it will be useful in many recommendation models. That said, the position bias effect that we describe is only one aspect of building fair recommenders, and makes certain assumptions. We discuss connections to some of the other work on position or popularity bias, and outstanding issues in Section 2.

2 RELATION WITH PREVIOUS WORK
2.1 CTR prediction models
CTR prediction is a fundamental task in a number of industrial applications like advertisement, ranking and recommendation systems. Given its prominence a number of click prediction models have been proposed in the literature. The common theme is that the features used in these models need to interact in a complex non-linear way to effectively explain the observed CTRs.

The Wide and Deep architecture [5] was inspired by the observation that generalised linear models perform relatively well on click predictions and the authors combined a deep neural model with a factorisation machine. However, manual feature engineering is required to model linear and pairwise feature interactions in the wide part of the network.

To mitigate the requirement of manual feature engineering a new architecture called Deep Factorization Machine [9] was proposed. In this architecture the embeddings for input features are shared between the deep and the wide components.

More recently a neural architecture that does not require a wide and shallow component, MaskNet [25] was proposed. In this work the authors propose to use feature masking to encourage a deep multi-layer perceptron to model multiplicative feature interactions.

Our approach to control for positional bias is generic and in principle can be applied to any architecture. Our experiments use two click prediction SOTA models: [9, 25], and show that we can reduce position bias without impacting the overall model performance.

2.2 Positional bias
The first in-depth study of positional bias was performed by Joachims et al [11]. The authors compared explicit feedback with user click data and found that the click data is affected by positional bias and that it can effect models trained to estimate the relevance of an item.

One common debiasing approach is to collect a small unbiased dataset under a uniformly random recommendation policy [4]. Showing items at random intercepts the feedback loop and gathers unbiased user behavior. However, it can also hurt customer experience and platform revenue.

When truly random data is not easily available, Inverse Propensity Weighting (see for example [23]) (IPW), also known as Inverse Propensity Scoring (IPS), is an inexpensive way to create pseudo-random data.

To understand the simplest version of IPW, we can consider a simple item recommendation task, where every item appears equally often at every position on a page. When an item appears at worse, lower down positions, the item will be clicked less. But because every item appears in each position equally often, position effects do not bias the system to prefer any particular item. However, our training data is usually biased, such that the probability of item \(i\) occurring at position \(k\), \(P(k | i)\) is not a constant. Weighting the training loss for each example by the Inverse Propensity, \(1/P(k | i)\), gives an unbiased “importance sampling” estimate of the loss for the uniformly-sampled positions case.

The weights are only defined if the propensities are non-zero, and IPW can have high variance when the probability of placing some items in some positions is small. The method is also only unbiased if we know the true propensities. There is a rich line of work in different methods for estimating propensities and reducing variance, while trying to reduce the need to show bad items in prominent positions when gathering data [e.g. 1, 8, 12, 20].

An alternative way to use logged positions is to include them in the model of clicks that we fit. A single model \(f\) can estimate the probability of click event “\(y=1\)” for an item \(i\) at a given position \(k\):

\[
P(y=1 | i, k) = f(i, k).
\]  (1)

For particular situations, previous work has put structure into the click model, reflecting the known layout of the page, or observed user-behavior [e.g. 10, 14, 27, 29].

When we model a conditional click probability (1), we do not need to know the probabilities of showing the items at each position, and there is no fundamental need to weight the data based on some items being shown more prominently than others. When scoring which item to show, we can evaluate the click probability for all items conditioned on the same page position, either the top position, or the position we will place the item in. This flexibility allows us to include other page information in the position features, potentially specializing what items we show depending on the context.

Even if we condition on the observed position, the training data can potentially be biased by unobserved confounding factors. IPW methods also usually make a no-unobserved-confounder assumption [12] and can be biased. Dai et al. [7] use a causal graph to model an unobserved confounder, and use backdoor adjustment to correct for it.

This paper builds on our current understanding of position bias by identifying that flexible neural models can easily suffer from position bias in practice, even with no hidden confounders, and even with models that are asymptotically consistent. The next section illustrates this claim with a simple example, which also motivates our approach. In Section 4.1 we propose a new task to control for position bias and compare our approach with one proposed by [27].

3 SYNTHETIC POSITION-BIAS DEMONSTRATION
We generate synthetic data from a simple model that’s sufficient to illustrate a difficulty of controlling for variables when modelling recommendation outcomes with neural networks. Each generated event is a triple \((i, k, y)\), an integer item identifier \(i \in \{0, \ldots, 999\},\)
a page position $k \in \{0, 1, 2, 3, 4\}$, and a binary outcome: either the
user clicked on the recommendation ($y=1$) or not ($y=0$). Each item
has a known embedding vector $x^{(i)}$, which we can imagine came
from a separate pre-training task.

The binary outcomes are generated from a simple logistic regression
model:

$$P(y=1| i, k) = \sigma(w^T x^{(i)} + b^{(k)}), \quad \text{where } \sigma(a) = \frac{1}{1 + e^{-a}}, \quad (2)$$

and $b^{(k)}$ are position-specific bias parameters, where $b^{(k)} = -k - 1$.
Positive outcomes are most probable in the top page position $k = 0$, and
for items in the region of embedding-space aligned with $w$.

We initially sampled the page positions uniformly. After fitting
a model, we use it to rank the items and simulate a new dataset,
creating a deliberately-extreme feedback effect. Each time we show
an item from the best fifth of the items (according to the model), we
deterministically show the item in position $k = 0$. Items in the next
fifth of the model’s ranking are shown in position $k = 1$, and so on.

Other simulation details: We set the true weights $w$ to a vector of
ones, and sampled the $(D=50)$-dimensional item embeddings $x^{(i)}$
from a zero-mean independent normal distribution with variance
$1/D$, such that the item’s contribution to the logit, $w^{\top} x^{(i)}$, would
have variance 1. We sampled $10^4$ training examples, with items
sampled uniformly at random from a set of 1,000 items. Modelling
the long-tail nature of item impression frequencies did not turn out
to be necessary for this demonstration.

## 3.1 Model identifiability and flexibility

If we assume we know the model in (2), then the model is identifi-
able and well-behaved. As long as there are positive and negative
examples at each page position and for enough different items,
there is a unique solution, and in the limit of many examples, the
ground truth parameters will be recovered.

Estimating the correct value of the items and page positions
requires fitting them jointly (Figures 1a–b). In our feedback simula-
tion, items aligned with an estimate of the weights $w$ get placed at
better page positions. As we move through item-embedding space
in the direction $w$, the click-through rate for the associated events
increases — both because the items are more desirable, and because
the page position improves. If we ignored the page position of the
events, our model will have an omitted-variable bias where we attri-
bute all of the improvement to the items themselves, and learn a
weight vector that is too large. If our initial estimate of $w$ was
incorrect, the next dataset can reinforce that mistake: the page
position choices boost the probability of positive outcomes in the
estimated direction, so we must control for page position. Similarly,
if we fitted a model conditioned on just the page positions, we’d
overestimate the usefulness of showing in the best page positions.

In real recommender systems we can often justify non-linear
fits, but at some point the model will become unidentifiable. To
illustrate, our synthetic setup only has $1,000 \times 5 = 5,000$ item-position
combinations, so in principle we could estimate an arbitrary table
of outcome probabilities based on counts. However, for determinis-
tic page placement this completely-general model never gets any
data for some item-position combinations, and so is not identifiable.
Moreover, in our limited-data simulation, some items are never im-
pressed, and some that are impressed never convert. Using models
that can generalize between similar items is important.

As a middle-ground we introduce a neural network function $f$
into the model we fit,

$$P(y=1 | i, k) = \sigma(f(x^{(i)}) + b^{(k)}), \quad (3)$$

while still simulating data from a linear model. If $f$ is an arbitrary
function, each item can have an arbitrary contribution to the logit
and the model isn’t identifiable given deterministic placement
of items. However, for a well-behaved $f$, similar items will have similar
predictions, and we might hope to pull apart the contribution of the
items and the positions. In our simulations, $f$ was a stack of three
residual layers with leaky ReLU activations, followed by a linear
combination, reflecting neural network layers commonly used in
production neural recommenders.

Fitting the neural network to data with page positions chosen
uniformly at random works only slightly less well than the ground-
truth linear model. However, as soon as the page positions are based
on a model fit, a page position bias becomes obvious. At a true logit
value of $\approx -1$ in Figure 1c, the neural network’s estimated logits
are roughly ordered by the page position used to generate the data. The model is too flexible to know how to attribute the observed outcomes to the positions and the items. In this case we should just use a linear model, but in cases where a linear model underfits, we need to be able to control the fits produced by the neural network.

3.2 Generic regularization methods

We employed early stopping to choose a model that appeared to have the lowest validation score. Nevertheless, there is still some overfitting: at the early-stopped model the training score is better than that obtained by a linear model, and the validation score worse.

We can consider other forms of generic regularization, not specific to position-bias effects, such as adding an L2 weight penalty. In our synthetic example, L2 regularization immediately helps (Figure 2a). Unfortunately the details depend on the precise setup of the experiment. For example, if the scale of the item embeddings are changed, then the relative regularization of the item and position features changes. Whether we choose explicitly or not, we need to set which weights to regularize and by how much. In this example, where the ground truth is linear, the correct thing to do is turn off the neural network weights in the residual layers. However, in real models we often can justify non-linear fits, and large L2 regularization may hurt performance in production systems.

Another form of regularization encourages the logit, the final scalar inside the sigmoid output of the classifier, to be small. The weights are now only regularized implicitly, by backpropagating an extra loss applied to the logit. In label-smoothing [24], the logit is penalized according to its KL-divergence with a uniform or reference distribution. More recent work analyzed penalizing the square of the logit [19] and showed (under strong assumptions) that this regularizer encourages the model to use all of its inputs, rather than ignore some of them. This regularizer also improves the fit in our example simulations, although with different trade-offs to an L2 penalty applied to the weights (Figure 2b).

3.3 Regularizing with an additional task

Different regularization methods create different inductive biases, that favor what sort of model we will fit. As we know that page position has a strong effect, and that we don’t want to reinforce biases from the past, we could attempt to encourage the model to use page position more strongly. However, the above generic regularizations do not explicitly favor features with particular meanings.

As an alternative, we try to use page position to explain the data as much as possible, and only use item when we see we really have to. We first fit a model that ignores the item, and models position with bias parameters $c$:

$$P(y=1|k) = \sigma(c(k)).$$

Then clamping $c$, we fit the original model’s $f$ and $b$ as a correction to this position-only model’s logit:

$$P(y=1|i, k) = \sigma(f(x^{(i)}) + b(k) + c(k)).$$

We can’t omit the original position bias parameters $b$, because the $c$ parameters do not estimate the true causal effects of the positions: they are biased by position bias in the training set, and need correcting. Equation (5) is the same model as in (3), we’ve just changed the initialization. Given the strong effect of page position, the probabilities start at roughly the correct size, and fitting then jointly introduces item effects and corrects the page positions. Early stopping terminates fitting when the fit starts to become unjustified (no longer generalizes better). Figure 2c shows an example result of this initialization with no explicit regularization in the loss. The obvious position bias has gone, although (in this example) there is more variability in the estimates of the items’ underlying relevance than with other forms of regularization. Using this model to recommend items will explore the catalog of possible items more.

Initializing with a position-only model can be combined with other forms of regularization. The inductive bias towards the initialization (created by fitting dynamics and early stopping) could be made explicit, for example by adding a penalty $\lambda ||f(x^{(i)}) + b(k)||^2$. That is, regularizing the logit towards the position-only model...
rather than zero as proposed by [19]. However, just as there isn’t a generally-dominant regularization method for neural networks in general, we don’t have a general recommendation: the best choices depend on the details of the data and models.

4 PROPOSED METHODS

Section 3.3 proposed a regularization method that uses position features by themselves to explain the data as much as possible (4), and then re-fit a model on the "residuals" (5). It assumed no interactions between the position features \( k \) and the other features \( x \), which might not hold in the real world. For example in online advertising, we want to consider websites as a positional feature because some websites can have particularly high click through rate. At the same time, we also want to select ads that are related to the topic of the website, which means excluding websites from \( f \) is inappropriate.

In this case, we want a method that follows the same underlying idea of using the positional features as much as possible, but allows for more general interactions.

4.1 Extra task

As in Section 3.3 we fit a model that can only use the positional features (Equation 4). If there are multiple position features, we embed them and combine them with a neural network function:

\[
P(y=1 | k) = \sigma(g(k)).
\]

Then clamping this position-only model, we fit the original model as a correction. To allow generic interactions we modify (5) by allowing the model to be a generic function of all the features

\[
P(y=1 | x, k) = \sigma(f(x, k) + g(k)).
\]

In practice, for convenience, we fit the sum of the losses for both models together in one training loop, where the position-only model converges quickly. We detach the backpropagation of gradients from the main model’s loss to the \( g \) parameters, so that they are fitted only to the position-only task.

Our approach is similar but not equivalent to Zhao et al. [27]. In the paper the authors add a shallow tower that can only use the position features

\[
P(y=1 | x, k) = \sigma(f(x) + g(k)).
\]

However, in their approach the position features are omitted from the main model \( f \) and there is a single loss. The latter approach does not allow for interactions between the position features \( k \) and the other features \( x \), which might or might not be realistic depending on the details of the system generating the data. We call this approach “shallow tower” and we compare it to our proposed extra task in the experiment Section 5.

4.2 Research Questions

The main focus of our paper is to shed light on the following research questions:

1. Can we detect and quantify positional bias in existing publicly available datasets?
2. Does the task proposed in Section 4.1 help mitigate any existing positional bias?
3. How does the proposed task perform when we inject more bias into the training set?
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1. Does the task proposed in Section 4.1 help mitigate any existing positional bias?
2. How does the proposed task perform when we inject more bias into the training set?

5 EXPERIMENTS

In this section, we describe a set of experiments designed to answer the research questions in Section 4.2.

5.1 Experiment setup

Baseline models. As discussed in Section 4.1, the proposed extra task can be easily applied on any model architecture. In this section we demonstrate it on the following baseline models.

1. DNN. A vanilla multi-layer perceptron.
2. DeepFM [9]. It is a popular choice to design a CTR prediction model with two parts, one responsible for capturing low order feature interactions and the other for high order feature interactions. DeepFM, consisting of a factorization machine and a deep neural network, is a widely used benchmark from this family of models.
3. MaskNet [25]. Since additive operations alone are inefficient in capturing feature interactions [2], multiplicative operations are introduced in MaskNet through an instance-guided mask on feature embeddings. In previous work it outperformed popular baselines, such as DeepFM and xDeepFM [13].

Datasets.
(1) **KDD Cup 2012** track 2\(^1\) (referred to as “KDD2012” below) is a search advertising dataset collected from the Tencent search engine, soso.com. The original dataset comes in an aggregated form, where the same ads shown in the same session with the same contextual features are aggregated into one record. We unroll the dataset by impressions, i.e. a record with 3 impressions and 1 click is broken into 2 negative records and 1 positive record. We randomly split the provided training set into 9:1 for training and validation. We use the provided test set for testing which is held out in time. The dataset contains 2 position-related features: ad position itself, “position”, and number of ad slots, “depth”.

(2) **Criteo**\(^2\) is an online advertising dataset containing ads features and click feedback. We mainly followed Liu et al. [15] for pre-processing, except for train/valid split. We randomly take 80% of “day 6–12” for training, and 20% for validation. The test set is again held out in time, taken from “day 13”. Negative records are downsampled to achieve roughly 50% CTR. The feature names are anonymized, but we find some low cardinality categorical features behave like position features. We select “C13” and “C26”, where the CTRs can be 3x higher across different values, as position-like features.

**Train/Validation/Test split.** We strictly hold out the latest data for testing because a random split often hides the position bias problem. It’s only when the models need to generalise to a new unseen situation that the identifiability issue becomes apparent. If the test set distribution is identical to the train set we do not observe bias, which we discovered in preliminary experiments when using a random split. Another pitfall is to validate on data with the same distribution as the test data. While it may achieve better results on the test set, it is not practical. In production systems we can only validate on historic data and hope the model can generalize well in the future. Our split is not commonly used in the literature, which makes it difficult to compare our results, but is essential to demonstrate the position bias problem.

**Hyperparameter settings.** We implement the bias correction methods with PyTorch [18] based on the implementations in the FuxiCTR library [28]. We follow the hyperparameter settings recommended by [9] and [25]. Most input features are already discrete, and numerical features were discretized. All of the inputs are embedded into vectors of dimension 10. For all models with a DNN part, we use 3 hidden layers with 400 neurons per layer. All activation functions are ReLUs. We use the Adam optimizer, a learning rate of 1e-4, and a dropout rate of 0.2.

**Evaluation metrics.** For the overall performance of the models, we look at the following two metrics: 1) LogLoss, the binary cross entropy loss. \(\mathcal{L} = -y \log s - (1-y) \log (1-s)\). 2) AUC, or Area under the ROC curve, a commonly used metric for binary classification tasks. AUCs are always between 0 and 1, where higher values are better. Additionally, we look at the bias metric defined in Section 4.3 for how well a model is able to suppress bias on position-like features. We bootstrapped the test sets with sample size 100 to compute 95% confidence intervals.

5.2 Can we detect and quantify positional bias in existing publicly available datasets?

We trained a simple DNN baseline and the two SOTA models above on the KDD2012 and Criteo datasets. We computed the bias metric described in Section 4.3 for different combinations of position features for both the train and the test set. The results are in Figure 3.

As expected, the models look well calibrated on the train set: all the error-bars for all the models and positions overlap with one (Figures 3b, 3d). On the other hand, when looking at the test set the models don’t look well calibrated at all. In particular they seem to overestimate the number of clicks at all positions for KDD2012 in Figure 3a. For Criteo (Figure 3c), the models underestimate the clicks for more prominent positions, not attributing enough value to these positions themselves.

For both datasets, the models are overestimating the expected number of clicks more for less prominent positions (bottom of the plots) (Figures 3a, 3c). This observation is compatible with our hypothesis that the model is not paying enough attention to the positional features and it’s instead using other features to explain the data. On the training set the model appears able to explain the data well using other features.

However, the test set is held out in time, and when the joint distribution of the ads and positions shifts, the models don’t generalize well. As a result, models tend to overestimate the click through rate on less prominent positions, indicating that the model is partially ignoring the positional features.

Given that our proposed metric detected position bias in all of the models we tested, we believe that it will be a useful tool for diagnosing new click-through-rate models. The pattern of results matches our hypothesis that the positional bias is due to an identifiability issue: the model can fit the training data very well while under-utilising the positional features.

5.3 Does the proposed task help in mitigating existing position bias?

To test if the extra task in Section 4.1 really helps controlling for positional bias we re-run the experiment in Section 5.2 but training the three model architectures with the additional task. We compare the extra task against the “shallow tower” approach introduced in Section 4.1 that should also control for positional bias. We report AUC and LogLoss in Table 1. We observe that the additional task does not harm the model’s test performance, in fact we can see a small improvement across the board for both the metrics reported.

For KDD2012, we compare the original MaskNet against the modified versions, one with the extra task and the other with shallow tower. For the train set, all three versions of MaskNet remain calibrated in every position in Figure 4f. For the test set in Figure 4c, our approach reduces the measured bias for all combinations of position features. Our method compares favourably with the shallow tower which is better than the original MaskNet but more biased than our approach especially for Depth 2 Position 2. We repeat the analysis for the DNN baseline and DeepFM in Figures 4a, 4b and the conclusion are largely unchanged.

For Criteo, our extra task approach is effective in bringing the bias metric closer to 1 when applied on DeepFM and MaskNet, which the shallow tower fails to do. We think this is the case where
allowing the position-like features to interact with other features would help. In fact, the hypothesis is supported by the fact that shallow tower often has a worse fit as indicated by the worse AUC and LogLoss on the train set. Neither method does much for DNN.

We conclude that our proposed extra task is competitive for reducing positional bias and does not harm the overall model performance as measured with AUC or LogLoss.

5.4 Can we correct when injecting more bias?

The degree of position bias exhibited in data depends a lot on the data generation and collection process [16]. Even when the bias is small and may be hard to detect, it can nevertheless be harmful in the long run when self-reinforcing. If we start with a CTR prediction model trained from scratch on mildly biased data, and do nothing specific to mitigate such bias, the model tends to
Figure 4: Bias metric with 95% confidence interval on train and test set for models trained with different bias mitigation methods on KDD2012. On the test set, both the shallow tower and the proposed extra-task decrease the positional bias compared to the uncorrected models. The two techniques seem to perform similarly on DeepFM, while the extra-task performs slightly better for the DNN and MaskNet.

Figure 5: Bias metric with 95% confidence interval on train and test set for models trained with different bias mitigation methods on Criteo dataset. As in Figure 4, the models are well calibrated on the train set. On the test set, both the shallow tower and the proposed extra-task decrease the positional bias, even though for the DNN they don’t seem to have a large effect. For DeepFM and MaskNet the extra task seems to outperform the shallow tower bringing the points closer to 1.
Table 2: We report our bias metric (the mean and the 95% confidence interval in brackets) for the set of ads that are removed from the most prominent positions in the training set for KDD2012. All models tend to underestimate the click probability for this set of ads. Our proposed regularizing task does reduce bias and compares favourably with the shallow tower method in two out of three models. For DeepFM the extra-task and the shallow tower give similar results.

<table>
<thead>
<tr>
<th>Model</th>
<th>Bias on removed ads</th>
<th>AUC</th>
<th>LogLoss</th>
</tr>
</thead>
<tbody>
<tr>
<td>DNN Baseline</td>
<td>0.853 [0.835,0.876]</td>
<td>0.7123</td>
<td>0.1429</td>
</tr>
<tr>
<td>DNN Shallow tower</td>
<td>0.890 [0.877,0.906]</td>
<td>0.7145</td>
<td>0.1417</td>
</tr>
<tr>
<td>DNN Extra task</td>
<td>0.959 [0.943,0.976]</td>
<td>0.7186</td>
<td>0.1408</td>
</tr>
<tr>
<td>DeepFM Baseline</td>
<td>0.759 [0.749,0.767]</td>
<td>0.7094</td>
<td>0.1439</td>
</tr>
<tr>
<td>DeepFM Shallow tower</td>
<td>0.807 [0.796,0.817]</td>
<td>0.7094</td>
<td>0.1433</td>
</tr>
<tr>
<td>DeepFM Extra task</td>
<td>0.801 [0.788,0.816]</td>
<td>0.7111</td>
<td>0.1430</td>
</tr>
<tr>
<td>MaskNet Baseline</td>
<td>0.736 [0.715,0.763]</td>
<td>0.7142</td>
<td>0.1407</td>
</tr>
<tr>
<td>MaskNet Shallow tower</td>
<td>0.736 [0.727,0.746]</td>
<td>0.7138</td>
<td>0.1408</td>
</tr>
<tr>
<td>MaskNet Extra task</td>
<td>0.784 [0.769,0.801]</td>
<td>0.7154</td>
<td>0.1401</td>
</tr>
</tbody>
</table>

We measure the bias using the metric in Section 4.3 and report our results in Table 2. While no method completely removes the negative bias for the ads removed from the top positions, our method is the one with least bias for the DNN baseline and MaskNet, and is comparable with the shallow tower for DeepFM. Moreover, our method achieves the highest AUC in all of the tested cases. We conclude that extreme position biases are hard to completely overcome. It is easier to train on data where all ads are shown at all positions when that is possible. However, our extra task method and the shallow tower are helpful for reducing position bias, and so will more quickly identify that ads never shown in the top positions should be shown more prominently in future.

6 DISCUSSION

Position bias is a long-standing and well-known issue with click models, and it’s widely appreciated that controlling for the positions observed in the train data is necessary. However, we believe that the additional problems brought by recent flexible neural models should be more widely recognized. Even with a fully-observed and simple ground-truth model, increasing model flexibility quickly leads to a position bias effect (Figure 1c). Monitoring this problem should become part of developing new neural models.

While models without position bias often generalize better, the improvement on standard performance metrics can be small (Table 1). These small differences don’t reflect the large effect that position bias has on feedback effects, and fairness of the system. To focus on position bias, we propose monitoring groups of items or events using a bias-oriented metric such as (11).

We’ve found that it’s easy to be misled about how well a model works. All our models appear to be well-calibrated on training data, so it’s clear that held-out data is essential. Moreover, it was only when using test data held out in time, reflecting real world deployment, that we noticed large position bias effects. In a real-world system, data will also be driven by placements made by the model, and ideally test data should reflect that. In offline settings, simulating placement effects is enough to reveal problems with current models (Section 5.4).

Our observations connected position bias to the relatively recent observation that it is easy for flexible models to partially ignore some of their input features [19]. For common CTR prediction tasks some of the discrete features have much higher cardinality than others. It’s often possible to obtain a good fit mainly using the high-cardinality features and partially ignoring the low-cardinality ones. That is, position bias can be caused by a form of overfitting, which could be mitigated by the right ‘inductive bias’ or regularization.

There are many possible choices of regularization, and including and tuning L2 regularization is already part of most model workflows. We focused on two position-specific inductive biases, a ‘Shallow tower’ that restricts how the model can use position, and an extra task that initializes the model to use position as much as possible. Both approaches improved position bias in our experiments. The correct approach depends on whether the position-like or low cardinality features need to interact with other features in the model.

None of the approaches that we discuss eliminate position bias. Biasing the model to use position more could over-correct, making the model over-estimate the CTR for items with low CTR (e.g., Figure 2c). This ‘reverse’ position bias would cause a system using the model to over-explore items that hadn’t been shown much previously. In our experiments with real-world data we do not seem to over-correct, and there is still some position bias remaining.

It’s possible that explicit regularization towards the position-only model may be useful, at the risk of a reverse bias. It’s also possible that the position bias is partly caused by more complex causal effects (e.g., [7]). Our approach is potentially useful for nudging any model of any conditional distribution towards using a low-cardinality feature more. This idea could be combined with more complex causal models, and used in applications beyond CTR prediction.
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