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Foreword

Meta-knowledge plays an important role in current machine learning and AutoML systems (Brazdil et al., 2022; Hutter et al., 2019). One way of acquiring meta-knowledge is by observing learning processes (on the same task, or different tasks) and representing it in such a way that it can be used later to improve future learning processes. Metalearning systems, on the other hand, normally explore meta-knowledge acquired on different problems (Hospedales et al., 2021; Huisman et al., 2021; Vanschoren, 2018). The systems may, in addition, use meta-knowledge concerning which part of the space should be examined first (i.e., a warm start or dynamic scheduling).

Various contributions of this workshop addressed various aspects of meta-knowledge, and in particular, how it is exploited in different systems. This workshop included two invited talks, one by Hospedales on “Meta-learning for Knowledge Transfer” and another by Hitzler (2022) on “Some advances regarding ontologies and neuro-symbolic artificial intelligence”. The accepted papers can be divided into the following groups:

- Metalearning approaches for algorithm selection and hyperparameter optimization
- Metalearning approaches for cross-domain transfer
- Automatic methods for reformulating configuration spaces
- Instance selection in scheduling SAT and MIP problems

Although none of the papers addressed the issue of (meta-)knowledge transfer among different systems, we believe that this is an important issue to be addressed in future research (see Section 3). More details about both the invited talks and the accepted papers are presented in the following sections.
1. Invited Talks

The first invited talk entitled “Meta-learning for Knowledge Transfer” was given by Timothy Hospedales. This talk focused on recent work concerned with transferable and interpretable metalearning in neural networks. The talk began with Hospedales providing pseudocode for a generic neural network training loop. Subsequent sections of his talk discussed how each of the pieces in this loop could be replaced with meta-learned components. It was demonstrated how one can learn new transferable loss functions that aid in learning from noisy labels (Gao et al., 2021) or learning in the presence of distribution shift (Gao et al., 2022b). Other parts of the talk described different approaches for initializing neural networks that achieve good performance when trained on very limited volumes of labelled data (Gouk et al., 2021; Hu et al., 2022; Zhang et al., 2021). Finally, the talk was concluded by some recent work from Hospedales’s group on metalearning new optimization algorithms for use with neural networks (Gao et al., 2022a), parameterized in such a way that the optimizers can be transferred to new machine learning problems and optimization experts can analyze the resulting methods to determine in which situations they can be expected to work well.

Hitzler (2022) presented an invited talk entitled “Some advances regarding ontologies and neuro-symbolic artificial intelligence”. The area of neural-symbolic artificial intelligence has attracted many researchers recently and resulted in many publications, including a recently published book on this topic (Hitzler and Sarker, 2021). The area of neural-symbolic joins symbolic artificial intelligence (based on knowledge representation and logic) and artificial intelligence based on deep neural networks. The objective of the research is to propose methods that would explore the construction of systems that would reuse, adapt and integrate the methods and techniques from both areas and this way minimize the inherent limitations in each of these areas alone. As this is a vast area, Hitzler focused in his invited talk on two issues. The first one covered Hitzler’s work on concept induction over ontologies used for explaining deep learning systems. The other topic covered the acquisition of formal logical reasoning capabilities over ontologies through deep learning. More details can be found in the extended abstract, which includes various references to the works published on the topic.

2. Accepted Papers

The submitted papers went through a rigorous peer-review process, where each paper was assigned at least three reviewers. The reviewed papers were evaluated based on the feedback that the reviewers gave, rather than the aggregated review scores.

2.1. Metalearning approaches for algorithm selection and hyperparameter optimization

The paper “Searching in the Forest for Local Bayesian Optimization” by Deng and Lindauer (2022) explores recent findings that hyperparameter optimization landscapes are easier to optimize than formerly thought. They do so by employing a hierarchical two-stage procedure, dubbed BOingG, with the first stage utilizing a Bayesian optimization procedure using a random forest is used to map the global structure of the hyperparameter
optimization landscape, and in the second stage, the promising areas are being further searched using Bayesian optimization using Gaussian process techniques. They evaluate the approach on both several synthetic functions as well as several hyperparameter optimization problems involving ParamNet, and conclude that BOinG performs better, especially when more search budget is provided.

The paper “Trust Region Meta Learning for Policy Optimization” by Occorso et al. (2022) addresses a hyperparameter optimization problem for reinforcement learning algorithms. The authors argue that many reinforcement learning algorithms are being developed, all with many hyperparameters. They aim to solve this by training a meta-reinforcement learning agent, trust region policy optimization, that utilizes information from previous runs to become better at this task. The authors evaluate this on three reinforcement learning tasks, i.e., cart pole, mini-golf and Elikoeidis, and conclude that trust region policy optimization obtains better performance than the selected baselines.

Gosiewska et al. (2022) contributed the extended abstract “Interpretable Meta-Score for Model Performance”, which summarises a paper that appeared in Nature Machine Intelligence. This paper proposes a novel approach to comparing learning algorithms that have been evaluated on multiple benchmark problems. The key idea is that of designing a model that is capable of answering the question of which method will perform best on a new problem. This is accomplished by fitting a logistic regression model that models the probability that one method will perform better than the other. Subsequently, one can interpret the coefficients associated with each learning algorithm as a meta-score for that approach. The full paper provides a rigorous comparison of several collections of benchmark datasets, including collections from OpenML and VTAB.

2.2. Metalearning approaches for cross-domain transfer

The paper “NeurIPS’22 Cross-Domain MetaDL Competition: Design and baseline results” was contributed by Carrión-Ojeda et al. (2022). This paper outlines the design of a metalearning competition accepted in the NeurIPS 2022 Competitions track. Most previous challenges in this area have focused on within-domain metalearning, where training tasks and testing tasks are synthesised from the same dataset. In contrast, this competition uses different sources of data to generate training and testing episodes, resulting in a domain shift that reduces performance. This competition is facilitated by the construction of Meta-Album (Ullah et al., 2022), a meta-dataset that contains 40 different image classification datasets from 10 diverse domains. The competition has a strong focus on fostering an open-source metalearning community by requiring code submissions and open-sourcing of the winning solutions.

The extended abstract entitled “Experiments in Cross-domain Few-shot Learning for Image Classification” by Wang et al. (2022) is based on a full version of the paper published in a journal. As the title suggests, it discusses a methodology and some results in the area known under the name Cross-domain Few-shot Learning. The authors evaluate the effect of using features extracted by different ResNet backbones at various levels of their convolutional hierarchies. It appears that a somewhat simple variant ResNet101-conv4 appears to lead to better results overall. The features extracted in this manner were used in conjunction with about ten different classifiers; the extended abstract shows the results
with LDA, 1-vs-rest logistic regression with l2 regularization and cosine similarity classifier. The experiments were carried out on five different domains and show that 1-vs-rest logistic regression with l2 regularization performs well overall.

2.3. Automatic methods for reformulating configuration spaces

The paper “Faster Performance Estimation for NAS with Embedding Proximity Score” by Franken et al. (2022) addressed the problem of performance approximation in Neural Architecture Search (NAS). The work is closely related to an approach based on embeddings presented by Luo et al. (2018). The idea is to learn the performance of neural architectures in an embedded space in which gradient descent can be executed to identify new network architecture by decoding them from the embedding. The main contribution is to use a kNN approach in the embedding space instead of learning the surface with a neural network itself. While the approach cannot exploit gradients in the surface, it can quickly predict performance estimates for predefined candidate architectures. Experiments on the CIFAR10 dataset suggest that the method achieves state-of-the-art performance prediction quality while being significantly faster than existing methods.

The extended abstract “On Usefulness of Outlier Elimination in Classification Tasks” by Hetlerovič et al. (2022) is a summary of the full paper presented at the Intelligent Data Analysis Symposium (IDA 2022). It sheds light on the effect and importance of some outlier elimination in classification pipelines (workflows). The objective is to identify the most useful outlier elimination methods. To achieve this aim, the approach proceeds in two phases. In the first phase, it identifies the top-performing workflows, for each dataset, based on a metric A3R that combines accuracy and runtime. This is followed by the elimination of workflows that include infrequent outlier elimination methods. The authors have shown that the inclusion of these outlier elimination methods is indeed useful, as it leads to a lower loss in accuracy when different workflows are tested. There are other benefits as well. The reduced portfolio includes less than half of the original workflow. The method has identified just 3 outlier elimination methods (from the initial set of 12) that are generally useful for the given set of classification tasks on 50 datasets from OpenML (Vanschoren et al., 2014).

2.4. Instance selection in scheduling SAT and MIP problems

The paper “Instance selection for configuration performance comparison” by Anastacio et al. (2022) addressed the problem of searching for the potentially best algorithm configuration of parameters. This study was oriented to SAT and MIP problems, each of which involves two datasets with many instances. The authors have noticed that time is often wasted on less promising configurations which often require a long running time regardless of the configuration. The method proposed exploits this knowledge. The authors have adapted four instance selection methods from the literature to work with the performance model used in model-based configurators. The methods exploit various measures characterizing their running time distribution. The results suggest that a decision can be reached 5 to 3000 times faster than with random sampling.
3. Future Vision

In this section, we present some reflections on the role of meta-knowledge and its relationship to configuration spaces.

In recent years researchers have investigated various issues that are useful for the definition of configuration spaces. Some studies have addressed the problems of which hyperparameters are important, others on which features should be considered in the process of learning, or how these should be organised (e.g., proposals concerning the hierarchy of features). It is interesting to note that the information concerning configuration spaces can be considered as meta-knowledge. Currently, the set-up of configuration spaces is normally done by the user. As such, this meta-knowledge comes typically from humans as a result of their prior experience in the area of machine learning. Although some work was done in this direction (Hoos, 2012; van Rijn and Hutter, 2018), it is important to put more effort into methods that would enable to facilitate this task.

Deep neural networks have attracted a lot of attention, as these have proved useful in solving various tasks. Researchers working in this area usually point out that their advantage is that it is not necessary to worry about feature definition or selection, as this is done automatically by the system. But this has also disadvantages, however, as it is difficult to examine how the system arrived at a particular solution or decision (i.e. lack of explainability). More importantly, it is not easy to interact with these systems to correct a certain line of reasoning. It would seem that if complex processes were separated into a set of smaller tasks, this would increase the possibility of this interaction. The results at each stage could be represented in a symbolic form, which is typically used also to represent meta-knowledge and also the user’s or other system’s inputs. Future research could address this issue.

One important issue is how to transfer the (meta-)knowledge among different machine learning and AutoML systems so that their joint capability to solve problems would be enhanced. The individual AutoML systems could, in this context, be considered as agents that should be endowed with the capability of transferring/communicating this meta-knowledge to other systems, enhancing thus their joint capacity to solve more diverse and more complex problems.
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