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**ABSTRACT**

Aims: This study’s objective was to evaluate whether deep learning (DL) on retinal photographs from a diabetic retinopathy screening programme improve prediction of incident cardiovascular disease (CVD).

Methods: DL models were trained to jointly predict future CVD risk and CVD risk factors and used to output a DL score. Poisson regression models including clinical risk factors with and without a DL score were fitted to study cohorts with 2,072 and 38,730 incident CVD events in type 1 (T1DM) and type 2 diabetes (T2DM) respectively.

Results: DL scores were independently associated with incident CVD with adjusted standardised incidence rate ratios of 1.14 (P < 0.001, 95% CI (1.06, 1.23)) and 1.16 (P < 0.001, 95% CI (1.13, 1.18)) in T1DM and T2DM cohorts respectively. The differences in predictive performance between models with and without a DL score were statistically significant (differences in test log-likelihood 6.7 and 51.1 natural log units) but the increments in C-statistics from 0.820 to 0.822 and from 0.709 to 0.711 for T1DM and T2DM respectively, were small.

Conclusions: These results show that in people with diabetes, retinal photographs contain information on future CVD risk. However for this to contribute appreciably to clinical prediction of CVD further approaches, including exploitation of serial images, need to be evaluated.

1. Introduction

Cardiovascular disease (CVD) is one of the leading causes of death worldwide with type 1 and type 2 diabetes as known risk factors and thus many efforts have been made to improve CVD risk prediction [1]. Previous studies have shown that characteristics of the retinal vasculature observed by retinal fundus imaging contain valuable information regarding cardiovascular health. For example, arteriolar and venular widths and tortuosity [2], venular occlusions [3], vascular caliber [4], and a combination of various retinal information [5] have shown strong association with the incidence of future cardiovascular events. Studies in people with diabetes included relatively small cohort sizes.

It has been shown that a variety of traditional CVD risk factors such as age, sex, and smoking status can be predicted using deep learning (DL) on retinal fundus images [6]. Recently, efforts have been made to assess whether DL predictors of intermediate disease risk markers such as carotid artery atherosclerosis [7], the presence of coronary artery calcium (CAC) [8–10], and of retinal-vessel features [11,12], learned from retinal photographs predict CVD events. However in these studies in the general population, there was little increment in prediction of CVD risk by use of DL models of these intermediate risk markers or factors. There is considerable evidence that retinopathy and CVD share...
common risk factors in diabetes so that predictive information on CVD might be expected from retinal images. In many countries including Scotland screening programmes exist so that retinal photographs may provide a routinely available source of information. Therefore the aim of this prospective cohort study was to examine whether DL predictors (DLP) applied to retinal images could improve the prediction of CVD risk compared with baseline models using clinical covariates, in people with type 1 diabetes (T1DM) and type 2 diabetes (T2DM).

2. Material and methods

2.1. Scottish cohort

The cohorts were constructed using the Scottish Diabetes Research Network dataset (SDRN-NDS [13]) that linked all fundus images between 2005 and 2017 from the Scottish Diabetic Retinopathy Screening (SDRS) programme to a national register of all people with diabetes in Scotland maintained by Scottish Care Information - Diabetes Care (SCI-DC) for primary care data. Data was also linked to Scottish Morbidity Records (SMR) for out- and in-patient records, and to the General Register Office (GRO) for Scotland for death records.

The start date and end date of this study were 1 January 2008 and 1 January 2018. For each individual, the study entry was defined as the latest of: study start date, date of diabetes diagnosis, and date of 18th birthday or date of the individual’s first gradable diabetic retinopathy screening episode. An individual’s exit date from the study was defined as the earliest of study end date, date of death, date of incident CVD event or ceasing to be under observation in the national register.

The photographic protocol used by SDRS specifies a single fundus photograph from each eye showing the macula and optic disc. A variety of non-mydriatic 45 degree fundus cameras were used. For each individual, this study used only images from the baseline retinal screening which was defined as the nearest gradable screening episode before or on the entry date.

CVD events, which constituted the gold-standard outcome for our risk prediction task, were obtained from SMR and GRO. We defined CVD events as any hospital admission or death due to the following conditions: myocardial infarction, stroke, unstable angina, transient ischaemic attack, peripheral vascular disease or acute coronary heart disease, or the following procedures; coronary, carotid, or peripheral artery revascularisations or major associated amputation. International Classification of Diseases version 10 (ICD-10) codes and Office of Population Censuses and Surveys Classification of Interventions and Procedures (OPCS-4) codes within this definition are given in the supplementary materials.

The inclusion criteria were T1DM diagnosed before 50 years of age and T2DM diagnosed between 18 and 100 years of age, and in both cases a gradable screening episode after the age of 12. Subjects were excluded if they had a CVD event prior to their study entry date.

2.2. Candidate covariates

For the T1DM cohort, we included risk factors reported in previous studies including the average HbA1c in the preceding years [14–16]. For the T2DM cohort, we used the same risk factors with the addition of ethnicity and prior drug counts.

Baseline measurements and prescribing data were defined as prior measurements nearest to the entry date but no more than 24 months before that date. All measurements were defined at baseline apart from current age which was time-updated at the beginning of each person-time interval. Covariates with 60 % or more missingness were excluded from the analyses. Supplementary material contains further details about clinical covariate definitions.

2.3. Deep learning model development

Patients with bilateralgradable retinal fundus images at baseline were used to develop the DL model. For each cohort, we divided the dataset into a training set, validation set, and a test set by patient level in a 50:20:30 ratio. A total of 11,910 and 101,512 bilateral pairs of images were used in the training process of the DL model for T1DM and T2DM, respectively. Each set had a similar proportion of patient with CVD events. The outcomes of the DL model were whether there was a future CVD event, the current DR grade according to SDRS, estimated glomerular filtration rate (eGFR), and systolic blood pressure (SBP). For DL training, CVD followup was split into 5 year intervals - censored at study exit - and for each interval the outcome was a binary variable indicating if any CVD event was observed during the interval. Additionally, the DR outcome was the maximum retinopathy grade (Scottish grading scheme R0-R4) of both eyes; the eGFR outcome was a categorical variable with 4 values “<30 ml/min/1.73 m2 or RRT”, “30–60 ml/min/1.73 m2”, “60–90 ml/min/1.73 m2”, “>90 ml/min/1.73 m2”; and the SBP outcome was a categorical variable with 3 values “<130 mmHg”, “130–160 mmHg”, “>160 mmHg”. A ResNet-101 network architecture (pretrained on ImageNet) was trained to jointly predict the 4 outcomes. To provide a single prediction from bilateral fundus image inputs a multiple-instance learning (MIL) head, as used in [17], was added to the ResNet-101 immediately after the final global average pooling layer, replacing the final fully-connected layer. The MIL module used 4 heads each of dimension 128. Proceeding the MIL module were 4 linear layers, one for each of the 4 outcomes. The CVD outcome linear layer took as input both the MIL output and a binary indicator which was 0 for the first 5 year interval and 1 for the second 5 year interval for each patient. The network structure is illustrated in Fig. 1.

The training objective for the network was a weighted sum of the cross-entropy loss for each of the 4 outcomes (CVD, DR, SBP, eGFR). The CVD loss had a weight of 1, and the remaining losses had a weight of 0.02. The ResNet101 was trained using stochastic gradient descent with a momentum of 0.9 for 100 epochs. The initial learning rate was 0.02 and was reduced at each subsequent epoch using a cosine-annealing learning rate schedule. Mini-batches of size 368 were equally balanced between examples with follow-up CVD and those without. Mixed-precision training was used on a DGX-1 machine using 8 32 GB V100s. Every 10 epochs a Poisson model including age, duration of diabetes, sex, and DL CVD predictions was fitted to 1 year person-time interval validation data and its log-likelihood (LL) calculated. The DL model weights at the epoch with the highest validation LL for the Poisson model became the final model weights. Fundus images were preprocessed to remove black borders and during training were augmented randomly by flip, rotation, resize, cropping, colour jitter, and gridded cutout. Processed images had dimension 448 × 448.

The DL CVD prediction is then included in the baseline Poisson regression model containing known CVD risk factors. We compared the predictive performance between baseline models (a restricted model including age, diabetes duration, and sex and a full baseline using further known risk factors) and Poisson models that included the DL CVD predictor. The pictogram representing the training and evaluation pipeline is illustrated in Fig. 2.

2.4. Statistical analyses

Missing data were imputed [18,19]. An average over 10 imputation runs was used as the imputed values. Poisson risk prediction models to predict incident CVD were fit to observations constituting one year person-time intervals. Two baseline models were used: a restricted base Poisson model including the baseline and time-updated age, sex and baseline diabetes duration and an offset term for intervals in which censoring occurred and a full baseline model using forward selection to add further risk factors until the AIC did not fall by at least the number of extra parameters. Predictors with a skewed distribution (eGFR, Total:
HDL cholesterol ratio and BMI) were log-transformed. Quadratic and cubic terms were entered for age. Interactions between candidate covariates and age and sex were considered for inclusion in the model.

Predictive performance was examined via the test set. Patients whose data were included in the training or validation procedures of the DL model were excluded from the test set. The increments in discrimination achieved by Poisson regression models that included DLP compared to the baseline models were quantified using the C-statistic (also known as the area under the receiver operator characteristic curve, or AUC) and the expected information for discrimination, $\Lambda$ [20]. Increments in $\Lambda$ are interpretable in absolute units whereas increments in C-statistic are not. The strength of evidence that the final model improved the predictive performance on top of the base model was assessed by the increment in test LL; a difference in test LL of 6.7 natural log units is asymptotically equivalent to a p-value $< 0.005$ for comparison of nested models [21].

### 3. Results

Using Scottish health records and retinal images from 24,012 and 202,843 people with T1DM and T2DM, respectively, from the SDRS programme, DLP of CVD and of the intermediate CVD risk factors eGFR, SBP, and DR were jointly trained. We evaluated if these DLPs could improve the predictive performance for CVD risk – in people with T1DM and T2DM when compared with Poisson regression models using clinical covariates of known risk factors. Data between 2008 and 2018 included 2,072 and 38,730 incident CVD events during 172,481 and 1,273,785 person-years of follow up for T1DM and T2DM respectively.

The most strongly associated risk factor of CVD was HbA1c for T1DM and age at study entry for T2DM. Supplementary Table B.2 shows many common risk factors - examined separately and adjusted for age, sex, and diabetes duration - display significant associations with CVD. Full details of missingness are shown in Supplementary Table B.3 where only albuminuria grade and HDL cholesterol had >10% missingness. Supplementary Table B.4 shows the age-standardised rates of CVD. There was a highly statistically-significant independent association between CVD DLP and incident CVD; standardised incidence rate ratios for the CVD DLP after adjusting for all clinical risk factors, estimated using data from the test set not used to train the DL model, were 1.14 ($P = 3 \times 10^{-04}$ 95% CI (1.06, 1.23)) and 1.16 ($P = 4 \times 10^{-33}$ 95% CI (1.13, 1.18)) in T1DM and T2DM cohorts respectively. These were similar in magnitude to the adjusted standardised IRRs for smoking in T1DM (Standardised IRR 1.19P = 2 x 10^{-04} 95% CI (1.09, 1.31)) and smoking in T2DM (Standardised IRR 1.15P = 5 x 10^{-40} 95% CI (1.12, 1.17)). For comparison the standardised incidence rate ratios for HbA1c after adjusting for all clinical risk factors on the same data were 1.63 ($P = 1 \times 10^{-22}$ 95% CI (1.48, 1.79)) and 1.14 ($P = 4 \times 10^{-33}$ 95% CI (1.13, 1.18)) in T1DM and T2DM, respectively.

---

Fig. 1. Diagram visualising the structure of the proposed deep learning model. A single ResNet101 is used to process both left and right fundus images. The ResNet101 outputs are then input into a Multiple Instance Learning module. Those outputs are then input to linear layers - one for each outcome - to determine the predictions for those outcomes.

Fig. 2. Pictogram visualising the proposed deep learning training and evaluation pipeline.
6 × 10⁻⁴⁵ 95 % CI (1.12, 1.17)) in T1DM and T2DM cohorts respectively. We found no interaction effect between follow-up time and the CVD DLP in either cohort.

In the T1DM cohort, the addition of the CVD DLP to the restricted baseline model increased the LL by 8.5 natural log units, and the C-statistic increased from 0.816 to 0.820. For the full clinical model, the increment in LL when adding the CVD DLP was 6.7 natural log units and the C-statistic went from 0.820 to 0.822. Predictive performance of CVD in people with T2DM was lower than for T1DM. Addition of the CVD DLP to the restricted clinical model in the T2DM cohort increased the C-statistic from 0.707 to 0.709 and increased LL by 6.4 natural log units. For the full clinical model it increased the C-statistic from 0.709 to 0.711 and increased LL by 51.1 natural log units. In both cases the CVD DLP increased test LL, while increase in C-statistic was small. Results are shown in Table 1.

Despite clear association of DLPs with CVD, of similar magnitude to that seen for smoking, the addition of DLPs to baseline models did not increase C-statistic substantially even when stratifying either by age or by sex (see Supplementary Table B.5). Adding the eGFR, SBP, and DR DLPs individually to baseline models resulted in very similar small increases in C-statistic (see Supplementary Table B.6). ROC curve comparisons between predictions with and without DL CVD are shown in Supplementary Fig. B.1 and calibration plots for prediction models using DL CVD are shown in Supplementary Fig. B.2. Further performance measures - including net classification improvement, sensitivity, specificity, and F1 score - comparing baseline models to models including DL CVD are shown Table 2. Supplementary Table B.7 shows the performance of the full model excluding the clinical risk factors SBP, log eGFR, log total-HDL cholesterol ratio, and HbA1c (a “near-full” model) and the performance of this model with the addition of each of these risk factors separately and Supplementary Table B.8 gives standardised incident risk ratios adjusted for age, sex, and diabetes duration evaluated on the T1DM and T2DM datasets.

4. Discussion

We have shown that though DL scores are predictive of CVD in models with age, sex, and duration only, the increment in predictive performance when adding DL scores to a model with other clinical risk factors is small, although statistically significant. Stratification by age and sex did not show any subgroup in which the increment in predictive performance was larger.

Our findings are consistent with previous studies. Poplin et al. [6] compared both the SCORE risk prediction model and a restricted prediction model including age, sex, BMI, SBP and smoking status for prediction of 5 year major adverse cardiovascular events (MACE) in the UK Biobank (UKBB) cohort to models that included o-based predictions from fundus images. They showed no evidence of predictive improvement over SCORE by including DL predictions. Inclusion of DL predictions to their restricted model yielded a small increase in C-statistic from 0.72 to 0.73. Only 5 % of UKBB participants in the study had diabetes, whereas our study evaluated prediction in T1DM and T2DM cohorts. Since in diabetes the pathogenesis of CVD and retinopathy are partly shared (both being strongly influenced by glycaemia and blood pressure) we may expect that DL from fundus images are more predictive in diabetes cohorts. However we do not find evidence for this.

Readers may be surprised that the predictive performance of CVD risk models is relatively modest: even in T1DM, the best models have a C-statistic of only about 0.8, equivalent to information for discrimination, A, of only 1.0 bit. However, this is within the range that we would expect, given that CVD risk is determined by a relatively small number of independent risk factors of modest effect size. For established CVD risk factors such as blood cholesterol the rate ratio associated with increment of one standard deviation of a single risk factor is typically about 1.5, which corresponds approximately to an increment of 0.12 bits in A, or an increment from a baseline model with C-statistic of 0.75 (equivalent to A of 0.66 bits) to a C-statistic of 0.77. Thus even what are regarded as strong risk factors of CVD only provide a modest increment to prediction of CVD risk. For weaker risk factors with standardised rate ratios of 1.2 the approximate increment in A is even smaller (0.02 bits) and the typical C-statistic after inclusion of this risk factor would still only be 0.75. For stronger risk factors with standardised rate ratios of 2.5 (increment of 0.61 bits) it would be from 0.75 to 0.83. Increments in C-statistic are not easily interpretable and so our paper uses increments in A. Information in retinal images relevant to CVD prediction is, in part, already captured by other risk factors and so, after adjustment for these risk factors, the standardised rate ratios for CVD DLP are similar to smoking status. A good clinical predictor may have a A of 3.0 bits (approximately a C-statistic of 0.93) [20]. Given our full baseline model for T1DM a single independent risk factor would require at least an A of 1.74 bits corresponding to a standardised rate ratio of 4.7, well above that of many risk factors including CVD DLP.

A major contribution of our analysis is that it has focused on diabetes, had a large sample size and a large number of incident events. To our knowledge this is the first study to examine the performance of DL models using fundus images applied to CVD risk in such cohorts. This study has been informed by the JMI checklist [22]. There are limitations to our study. We used only one image at entry whereas serial images are available from SDRS. A series of images may be more informative for DL prediction. For instance, monitoring of changes and their location (via image registration) may be more informative than is possible with a single fundus image. Second, our DL models were trained to predict incident CVD and just three CVD risk factors. This is similar to previous studies that trained DL models to predict multiple CVD risk factors in different populations.

<table>
<thead>
<tr>
<th>Model</th>
<th>T1DM C-statistic (AUC)</th>
<th>A</th>
<th>T2DM C-statistic (AUC)</th>
<th>A</th>
<th>Δ LL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Restricted baseline</td>
<td>0.750(0.732,0.768)</td>
<td>0.69</td>
<td>0.671(0.666,0.676)</td>
<td>0.28</td>
<td>0.0</td>
</tr>
<tr>
<td>+ all DLPs</td>
<td>0.767(0.749,0.784)</td>
<td>0.77</td>
<td>0.678(0.674,0.683)</td>
<td>0.31</td>
<td>167.5</td>
</tr>
<tr>
<td>+ DL CVD</td>
<td>0.764(0.747,0.782)</td>
<td>0.74</td>
<td>0.678(0.673,0.683)</td>
<td>0.31</td>
<td>148.0</td>
</tr>
<tr>
<td>+ HbA1c</td>
<td>0.795(0.778,0.811)</td>
<td>0.96</td>
<td>0.676(0.671,0.681)</td>
<td>0.31</td>
<td>131.9</td>
</tr>
<tr>
<td>+ log eGFR</td>
<td>0.759(0.733,0.786)</td>
<td>0.70</td>
<td>0.673(0.668,0.678)</td>
<td>0.29</td>
<td>74.6</td>
</tr>
<tr>
<td>+ SBP</td>
<td>0.751(0.733,0.769)</td>
<td>0.69</td>
<td>0.671(0.667,0.676)</td>
<td>0.29</td>
<td>12.0</td>
</tr>
<tr>
<td>+ log total-HDL cholesterol</td>
<td>0.765(0.752,0.786)</td>
<td>0.77</td>
<td>0.675(0.670,0.680)</td>
<td>0.30</td>
<td>94.6</td>
</tr>
<tr>
<td>Full baseline</td>
<td>0.8220(0.805,0.835)</td>
<td>1.26</td>
<td>0.709(0.705,0.714)</td>
<td>0.43</td>
<td>0.0</td>
</tr>
<tr>
<td>+ all DLPs</td>
<td>0.8210(0.806,0.837)</td>
<td>1.28</td>
<td>0.710(0.706,0.715)</td>
<td>0.44</td>
<td>56.6</td>
</tr>
<tr>
<td>+ DL CVD</td>
<td>0.8202(0.807,0.838)</td>
<td>1.28</td>
<td>0.710(0.706,0.715)</td>
<td>0.44</td>
<td>51.1</td>
</tr>
</tbody>
</table>

A is the expected information for discrimination measured in bits. Δ LL is given with respect to the appropriate baseline model (that does not include any DLP). 95 % confidence intervals are given in brackets for C-statistic/AUC.
In this study it is an example of multi-task learning where the CVD risk factors take the role of related auxiliary tasks to aid training of the primary task [23]. If tasks are similar but with independent signal noise, then learning the tasks jointly can increase the effective sample size due to the combined information in all tasks [24]. However, training against other CVD risk factors may lead to DL models which improve the overall predictive performance of CVD. Thirdly, the removal of ungradable images meant that the gradability of retinal images, which may be affected by ocular opacity, was not taken into account although there are known links between cataract and CVD [25]. We do not externally validate our models in this study, although we did not find evidence that improvements in prediction of CVD using DLPs were large enough to necessitate it at this time. Finally improvements to DL architecture within a similar DL pipeline to our own may provide performance improvements, but we expect they would not produce the standardised rate ratio we state above.

There has been much optimism about the improvement DL using fundus images might make to risk prediction of complications of diabetes such as CVD [26]. Our findings suggest that although there is information relevant to CVD within fundus images increment in prediction for decision making is modest. However, small improvements in predictive performance of models may still be relevant for clinical trial cohort enrichment [27]. In this setting small improvements may substantially reduce the numbers who have to be randomized for the study design to have adequate statistical power.

5. Summary table

<table>
<thead>
<tr>
<th>Question</th>
<th>Table 2 Continuous NRI, NRI, Sensitivity, Specificity, PPV, and F1 score when adding DL CVD to baseline models for Scottish T1DM and T2DM test datasets. We set the decision threshold as twice the mean person-interval risk with respect to the baseline models. 95 % confidence intervals are given for NRI.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Model</strong></td>
<td><strong>Continuous NRI</strong></td>
</tr>
<tr>
<td>T1DM Restricted model</td>
<td>–</td>
</tr>
<tr>
<td>T1DM Restricted + DL CVD</td>
<td>0.337</td>
</tr>
<tr>
<td>T1DM Full model</td>
<td>–</td>
</tr>
<tr>
<td>T1DM Full + DL CVD</td>
<td>0.085</td>
</tr>
<tr>
<td>T2DM Restricted model</td>
<td>–</td>
</tr>
<tr>
<td>T2DM Restricted + DL CVD</td>
<td>0.176</td>
</tr>
<tr>
<td>T2DM Full model</td>
<td>–</td>
</tr>
<tr>
<td>T2DM Full + DL CVD</td>
<td>0.122</td>
</tr>
</tbody>
</table>
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