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Abstract—Publishing data from IoT devices raises concerns of leaking sensitive information. In this paper we consider the scenario of publishing data on events with timestamps. We formulate three privacy issues, namely, whether one can tell if an event happened or not; whether one can nail down the timestamp of an event within a given time interval; and whether one can infer the relative order of any two nearby events. We show that perturbation of event timestamps or adding fake events following carefully chosen distributions can address these privacy concerns. We present a rigorous study of privately publishing discrete event timestamps with privacy guarantees under the Pufferfish privacy framework. We also conduct extensive experiments to evaluate utility of the modified time series with real world location check-in and app usage data. Our mechanisms preserve the statistical utility of event data which are suitable for aggregate queries.

I. INTRODUCTION

With the proliferation of Internet of Things, huge volume of data is generated by densely deployed sensing devices, from fitness trackers for health care, appliances for smart homes, to traffic sensors for urban transportation, etc. [5], [12]. In the process of collecting and sharing the sensing data, protecting user sensitive information has become an important research topic. In this paper, we consider the issue of privacy in publishing timestamps of sensing events.

In the typical setting of sensing, timestamped events are sensed either by users’ personal devices such as mobile phones, or by infrastructures such as RFID sensors, etc. There are two possible ways to sense and publish events (shown in Figure 1) depending on whether user information is associated. First, events are sensed and labeled with the users’ identification information. Users may leave event traces directly with their own devices, e.g., tweeting check-in events. Connection events of mobile devices can be sensed and recorded by cellular towers, while users’ identification information is obtained by the phone numbers of the connected devices. Second, unlabeled events are recorded and published by infrastructures, where association between users and events are unknown or hidden. For example, a Wi-Fi access point can detect connection events of mobile devices, while users’ identification is hidden by randomized MAC addresses.

In these scenarios, there are different privacy risks. In a labeled sequence of events, the events of the same user can reveal the user’s private information, such as habits or daily routines. For example, many of us check the weather app before going out. In the real dataset of LiveLab [27], we observe daily periodicity for users accessing the weather app. We analyze the time series of the users opening the weather app by Fourier transformation, where the highest spectral energy corresponding to the most dominant periodicity pattern of users. In Figure 2(a) we demonstrate an example of periodicity analysis of one user, where there is a clear energy peak at 24 hours, meaning that the user has the habit of opening the weather app at the same time every day. Such information can be used to predict user behavior.

Besides, the order of the events produced by users can be used to infer sensitive information. For example, the order of the apps used can be correlated with user activities [29], e.g., opening a messaging app followed by a food review app could mean planning to dine out with friends. Moreover, suppose an adversary has accessed to the logs of website visits without knowing the user identity from compromised network routers observing that a service was accessed at exact times $t_1$, $t_2$ and $t_3$, and now gains information that a user requested a service shortly before each time. The adversary can then associate the user with the service indicating that the user is accessing that service. Such timing attacks can compromise the anonymity of mixing networks like Tor [20].

An unlabeled sequence can also leak privacy. For example, the adversary suspects that user $u$ in Fig. 1(b) has checked in within a small time window. The presence of an event in this interval strongly suggests that the adversary’s information is probably correct. Such accessory knowledge of the adversary can make privacy preserving even more challenging.

The objective in this paper is to protect users from such inferences. A perfect protection of user information can refrain from publishing data or publish irrelevant data - in either case, data becomes useless [17]. Thus our approach is statistical, where useful information is published, but the adversary cannot infer user activities with high confidence.

Our Contributions. A natural and simple way to sanitize event timestamps is to perturb the reported time by random noise. However, theoretically quantifying the privacy achieved by such a mechanism is highly non-trivial and is the main focus of this paper. Section II shows that existing differential privacy based algorithms [10], [7] operate in synchronous rounds, and over long duration of time, they accumulate excessive noise, which overwhelms the data. In distributed sensor databases, asynchronous operations are particularly
desirable, since synchronization is non-trivial to maintain, and the frequency requirements can vary by systems.

We consider the asynchronous settings and formulate the privacy concerns formally, using the Pufferfish privacy, a revised differential privacy framework, considering and incorporating the fact that the adversary may have approximate prior knowledge, e.g., an adversary may have a suspicion (based on external information) that an event has taken place at a time window $W$. The overall model of operation and the adversarial knowledge is considered in Section II-D. The fundamental problems we address are:

1) For unlabeled events: protect the presence of an event within an interval.
2) For labeled events: protect an event time, so that the timing cannot be inferred beyond a given precision $\Delta$ and protect relative order of nearby events.

For task (1) of protecting the presence of an event, we add fake events at a suitable rate and remove a subset of real events. Similar fake events (or messages) have previously been built up. Over time, the absence of an event is obscured (sensitivity is 1) where

\[ \text{Absence of an event is obscured (sensitivity is 1)} \]

\[ P \text{Publishing Scenarios.} \]

\[ \text{(a) Events are labeled with users' identification information.} \]

\[ \text{(b) Only the presence of events are published, and} \]

\[ \text{events are unlabeled. Window } W \text{ is adversary’s hypothesis of when an event} \]

\[ \text{of interest may have taken place.} \]

\[ \text{We derive rigorously the level of noise required to achieve} \]

\[ \text{privacy for proposed mechanisms (Section III).} \]

\[ \text{Fig. 2. Periodicity analysis on when a user opens weather app.} \]

\[ \text{(a) Fourier periodogram of original time series shows clear periodicity of 24 hours - the} \]

\[ \text{user checks the app at the same time every day.} \]

\[ \text{(b) After events are sanitized using our Mechanism 2 in III-B with } \epsilon = 1, \Delta = 24 \text{hr, the periodic pattern vanishes.} \]

\[ \text{A. Differential Privacy} \]

\[ \text{Consider a dataset, } D \text{ containing sensitive attributes. Even without direct access to } D, \text{ an adversary may be able to infer the sensitive information through queries. The central issue in statistical privacy is to find balance between making such inference difficult and preserving utility in the aggregate. Statistical privacy mechanisms propose randomized methods to make query answers almost equiprobable for different values of sensitive attributes and quantify privacy by the probabilistic similarity of query answers. For example, Differential Privacy protects presence of an item in } D \text{ as follows.} \]

\[ \text{Definition 1 (Differential Privacy). Suppose } D' \text{ is a dataset that is different from } D \text{ in the presence of a single element. Then randomized algorithm } A \text{ is called } \epsilon \text{-differentially private, if for all such pairs } (D, D') \text{ and all } w \in \text{Range}(A), \text{ the algorithm } A \text{ satisfies:} \]

\[ P(A(D) = w) \leq e^\epsilon P(A(D') = w) \]

\[ \text{Differentially private algorithms depend on sensitivity of a query function } f, \text{ defined as the maximum possible change to } f(D) \text{ due to presence or absence of any single element, formally denoted as } \Delta_f = \max |f(D) - f(D')|. \]

\[ \text{For a counting query, } \Delta_f = 1, \text{ since a single element can change the count only by 1. The noise we need to add to obscure the presence of an element is proportional to the sensitivity.} \]

\[ \text{A } \epsilon \text{-differentially private Laplace mechanism } \text{[7], [6] answers a query by } A(D) = f(D) + \xi \text{ where } \xi \sim \text{Lap}(b) \text{ is a random number drawn from the Laplace distribution of mean } \mu = 0 \text{ and variance } 2b^2 = 2(\Delta_f)^2. \text{ The probability density at } x \text{ as } \text{Lap}(x; \mu, b) = \frac{1}{2b}e^{-|x|/b}. \]

\[ \text{B. Publishing events using local differential privacy} \]

\[ \text{An extension of differential privacy, called local differential privacy [2] supports publishing data by adding noise to the data itself instead of the results of a query. For publishing events such framework needs synchronous rounds – at each round } r, \text{ the count } c(r) \text{ of events is published. A particular variant of this problem was considered by [4] where in each round there is either zero or one event. A basic method described there is to publish the count with a Laplace noise: } c(r) + \xi, \text{ where } \xi \sim \text{Lap}(\frac{1}{2}). \text{ In any individual round, the presence or absence of an event is obscured (sensitivity is 1) by the noise.} \]

\[ \text{The difficulty of this method is that over time, the noise builds up. Over } T \text{ rounds, } T \text{ random samples of } \xi \text{ are added,} \]

\[ \text{Fig. 1. Data publishing scenarios.} \]

\[ \text{(a) Events are labeled with users’ identification information.} \]

\[ \text{(b) Only the presence of events are published, and} \]

\[ \text{events are unlabeled. Window } W \text{ is adversary’s hypothesis of when an event of interest may have taken place.} \]
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and the number of events can deviate rapidly from the true count – see Figure 3 as an example. The problem becomes more severe when events are sparse and there are many rounds without events. In Figure 3 there are same number of events, while the series in Figure 3(b) is sampled more frequently and thus there are more empty rounds. The noise added in the empty rounds adds to inaccuracy and dominates the true total count eventually in Figure 3(b).

In practice, the event density and required temporal resolution can be unknown or vary by applications – e.g. human behavior in seconds, versus network measurements in milliseconds. Therefore, these mechanisms are unsuitable in real world applications. Thus, we would like to avoid rigid synchronous rounds, and use an asynchronous setup, where the published timestamp of an event can be a real number. For this purpose, we use a more versatile framework called Pufferfish privacy which we introduce in the following section.

C. Pufferfish Privacy

The Pufferfish Privacy framework [18] allows us to define any set of facts to be regarded as a secret, and protect them probabilistically. To define the Pufferfish privacy, we first introduce the following sets.

- the set of secrets \( S \) to be protected within dataset \( X \),
- how the secrets shall be protected against each other: by specifying discriminative pairs \( Q \) of secrets,
- the prior knowledge of the adversary, written as a set \( \Theta \) of prior distributions, essentially representing how the data is generated.

A discriminative pair can be written as \((s_i, s_j) \in Q\), where \( s_i \) and \( s_j \) are elements of \( S \), and represents two facts that we do not want the adversary to be able to distinguish.

A randomized mechanism \( M \) satisfies \( \varepsilon \)-Pufferfish privacy if for \( s_i, s_j \in S \), \((s_i, s_j) \in Q\), \( \theta \in \Theta \) and \( w \in \text{Range}(M) \) the following holds:

\[
e^{-\varepsilon} \leq \frac{P(M(X) = w|s_i, \theta)}{P(M(X) = w|s_j, \theta)} \leq e^\varepsilon \quad (1)
\]

assuming \( P(s_i|\theta) \neq 0 \) and \( P(s_j|\theta) \neq 0 \). Similar to differential privacy, a smaller \( \varepsilon \) implies greater privacy.

It implies that the truth of \( s_i \) versus \( s_j \) does not make a significant difference to the probability of observing any particular output \( w \). Therefore, when \( w \) is in fact observed, the adversary does not gain any significant certainty whether \( s_i \) or \( s_j \) is true, compared to what he already knew based on prior knowledge \( \theta \). As we will see in the next section, the generic nature of secrets and discriminative pairs lets us define privacy for properties like event ordering and event times.

The prior \( \Theta \) represents the underlying distributions generating the data, for example, the vehicle density at a crossing at night, morning or rush hour, or the distribution of certain apps being used on a mobile phone. In the Pufferfish framework, following usual conventions of privacy techniques, we assume that any prior knowledge such as the generating distribution is public and known to the adversary, but the precise times of actual events are not known.

D. Model

We are interested in publishing data continuously. Events can be assumed to be published in batches, for example, once in an hour or a day. The sensors send their data to an aggregator service such as a cloud server, which then publishes or uses the data. Labeled events are those that carry user IDs or other attributes that can potentially uniquely identify the events. Unlabeled events are those that carry no such attributes or carry same attributes making them indistinguishable.

All algorithms in this paper can be applied locally, i.e., the device detecting the events can sanitize or defer the publication of the event prior to sending to the aggregator. This approach has the advantage that the data transmitted is guaranteed to be private, since statistical sanitizations are known to be immune to post processing [10]. Once the data has been modified by the mechanism, it carries the privacy guarantee irrespective of how the data is used. This is useful in sensor data that may be shared with various public and private organizations.

Utility. To ensure that the sanitized data is useful, we measure its utility in terms of accuracy of range queries. Given a time interval \( T \), the range query asks for the number of events recorded inside \( T \). The motivation for using range queries as a test of utility is that it is akin to preserving the large scale probability distribution that generates the data. If the count of events in different ranges is preserved, it implies that the statistical properties of data are preserved. The mechanisms here are designed with range queries in mind as, in general it is impossible to preserve utility of arbitrary queries [17].

E. Adversary Model

We assume that the adversary can observe the published events. The adversary may or may not be able to compromise the communication channel or aggregator – this is irrelevant to us, since we aim to create algorithms with local privacy. We do, however, assume that the adversary cannot compromise the sensors themselves to observe events as they happen. As is standard in security and privacy, we assume that the privacy algorithms and parameters are known to the adversary. However, the random choices – such as the random numbers
generated during an execution are not known. Under these capabilities of the adversary, we consider the data protection problems stated in Section I.

III. PRIVACY MECHANISMS

In this section, we discuss how to achieve statistical privacy of publishing an event timestamp for the problems discussed in Section I. In some cases the detailed technical proofs are replaced by their sketches in the interest of space.

A. Problem 1: Protecting existence of unlabelled events

Given an unlabeled set of event timestamps, here the adversary wants to confirm the existence of an event in a \( \Delta \) sized interval \( I \). For example, the adversary has the question: I think someone checked in at the venue between 12:00 and 12:05 (I), is this fact confirmed in the data? In the Pufferfish model, the secret can be defined as \( s := (\exists E \in I) \) – representing the fact that some event \( E \) has occurred in the small neighborhood of size \( \Delta \). The discriminative pair is \((s, \neg s)\), where \( \neg s \) means that no event has taken place in \( I \). We model an unlabeled event sequence as a non-homogeneous Poisson process – an event sequence with varying rates.

**Definition 2** (Non-homogeneous Poisson Process). In a non-homogeneous Poisson process defined over an interval \( A \) with intensity function \( \lambda : A \rightarrow \mathbb{R}_{\geq 0} \), the number of events \( X(B) \) in any subinterval \( B \) of the domain follows a Poisson distribution: \( P(X(B) = K) = e^{-\Lambda(B)} \frac{(\Lambda(B))^K}{K!} \), where \( \Lambda(B) = \int_B \lambda(t) \, dt \) is called the mean rate in \( B \).

The intensity function \( \lambda(t) \) can be estimated using density estimation methods. By using a function \( \lambda(t) \) that may vary in time, the Poisson process can be used to model almost any desired distribution of events; see Figure 4 for an example.

![Fig. 4. Event sequence modeled as non-homogeneous Poisson process. Larger rate \( \lambda(t) \) corresponds to greater density of events.](image)

In a Poisson process, roughly speaking, the expected interval between events is \( 1/\lambda(t) \). If \( \Delta \gg 1/\lambda(t) \), then there are likely to be multiple events in \( I \), and presence of an event is not informative for the adversary. However, when \( \Delta \leq 1/\lambda(t) \), the adversary has fairly accurate information of the event’s possible time compared to the local density of events, and other events are unlikely in the interval. Thus, a strong adversary with small \( \Delta \) can isolate the event – and have reasonable confidence that any event in the interval is the one of interest. Therefore, we assume that the lengths of the intervals of the adversary’s interests are reasonable with respect to the event rates, with bounded numbers of events in expectation. We consider the interval \( I \) whose event density is bounded by a lower bound \( c \) and an upper bound \( c' \), i.e., \( \lambda = \int_{t \in I} \lambda(t) \, dt \in [c, c'] \). Note that a sensor can estimate the \( \lambda(t) \) by counting the number of events at the latest unit interval and we assume this to be global knowledge.

**Mechanism 1**: Given a real event sequence, remove each event with probability \( p = \frac{1}{\epsilon} \ln(e^{-\epsilon}(e^\epsilon - 1) + 1) \) to obtain a sequence \( S_R \). Generate a fake event sequence, \( S_F \) with Poisson event rate \( \Lambda(t) = \frac{\lambda(t)}{\epsilon} \ln(1 + e^{-\epsilon}) \). The published events are time ordered union of \( S_R \) and \( S_F \).

The greater the rate of this Poisson process is, the greater the possibility becomes, that one or more fake events will be present in the interval \( I \), and thus the adversary cannot be certain of the presence of a true event (See Figure 5). Further, stochastic deletion of real events stops from inferring whether an event exists after observing a published event or not within a very small interval. However, a legitimate user knowing the exact time of a real event can find it with probability \( 1 - p \), which is useful in provenance applications [26]. Also note that if the deletion probability, \( p \rightarrow 1 \), stronger privacy (\( \epsilon \rightarrow 0 \)) is guaranteed, but, the utility gets significantly reduced. The deletion probability reflects the tradeoff between the privacy protection and utility of the event sequences.

![Fig. 5. A set of fake events (shown in grey) added at rate \( \Lambda(t) \). Interval I now contains fake events, making the adversary uncertain about presence of true events.](image)

To infer the existence of an event in interval \( I \), the adversary’s prior knowledge, \( \theta_{\lambda} \) contains the real event intensity \( \lambda = \int_{t \in I} \lambda(t) \, dt \in [c, c'] \), and correspondingly fake event rate \( \Lambda = \int_{t \in I} \Lambda(t) \, dt \geq \frac{1}{\epsilon} \ln(1 + e^{-\epsilon}) \geq \ln(1 + e^{-\epsilon}) \).

**Theorem 1.** With fake event rate \( \Lambda(t) \geq \frac{\Lambda(t)}{\epsilon} \ln(1 + e^{-\epsilon}) \) and removing probability \( p = \frac{1}{\epsilon} \ln(e^{-\epsilon}(e^\epsilon - 1) + 1) \), the Mechanism 1 provides \( \epsilon \)-Pufferfish privacy for existence of events in any interval \( I \), such that \( \lambda = \int_{t \in I} \lambda(t) \, dt \in [c, c'] \).

**Proof.** Let \( \eta \) be the situation that at least an event is seen in a interval \( I \) in the published stream. The probability that no fake event is generated in the interval \( I \) is \( e^{-\Lambda} \), the probability that no real events is published is \( e^{-\lambda(1-p)} \), and the probability that there is no real event in \( I \) is \( e^{-\lambda} \). Therefore, the probability that no real event is published when there is at least one real event is \( e^{-\lambda(1-p)} - e^{-\lambda} \). Then

\[
P(\neg \eta | s) = \frac{(e^{-\lambda(1-p)} - e^{-\Lambda})e^{-\Lambda}}{1 - e^{-\lambda}} = \frac{(e^{\lambda p} - 1)e^{-\Lambda}}{e^{\lambda} - 1}
\]

and \( P(\neg \eta | \neg s) = e^{-\Lambda} \). Since \( f(x) = \frac{1}{x} \ln(e^{-\epsilon}(e^\epsilon - 1) + 1) \) is a monotonic increasing function when \( x \in (0, c') \), \( p \geq \frac{1}{\epsilon} \ln(e^{-\epsilon}(e^\epsilon - 1) + 1) \). We have

\[
\frac{P(\neg \eta | s)}{P(\neg \eta | \neg s)} = \frac{(e^{\lambda p} - 1)}{e^{\lambda} - 1} \geq \frac{e^\epsilon \ln(e^{-\epsilon}(e^\epsilon - 1) + 1) - 1}{e^\epsilon - 1} \geq e^{-\epsilon}.
\]
Moreover, \( P(\eta|s) \leq 1 \leq e^\varepsilon \). Now we analyze the case when at least one event is published. Since \( \Lambda \geq \ln(1+e^{-\varepsilon}) \), \( e^{-\Lambda} \leq e^{\varepsilon-1} e^{-\varepsilon} \). Combining with \( \frac{(e^{\varepsilon-x})}{e^{x}} \geq e^{-\varepsilon} \), we have

\[
P(\eta|s) = \frac{1 - \frac{(e^{\varepsilon-x})}{e^{x}}}{1 - e^{-\Lambda}} \leq \frac{1 - e^{-\varepsilon}}{1 - e^{-\Lambda}} = e^{\varepsilon-1} \frac{1}{1 - e^{-\varepsilon}} \leq e^\varepsilon.
\]

Besides, \( \frac{(e^{\varepsilon-x})}{e^{x}} \geq 1 \geq e^{-\varepsilon} \). We have the theorem.

\[\square\]

**Utility analysis: range counting of events.** The addition of fake events and probabilistic removal of real events changes the number of events in an interval. However, since the events are added from a known Poisson model and the probability of removing a real event is known, it is possible to simply deduct the expected number of fake events and adjust to the number of real events retained in expectation in the interval to obtain a good estimation. Thus, given a query range \([x, y]\), the algorithm returns event count as:

1. Compute \( n \): The total number of events in \([x, y]\)
2. Estimate the number of fake events: \( \int_x^y \Lambda(t) dt \)
3. Return \( \frac{n - \int_x^y \Lambda(t) dt}{1 - \beta} \)

Here, the error in range count is introduced in two steps. While the error in step 3 follows standard analysis of binomial distribution with success probability \( \frac{1}{1 - \beta} \), the error in step 2 is more subtle and is analysed below. The following Lemma from [13] is useful to us:

**Lemma 1.** If a random variable \( Y \) follows a Poisson distribution with mean \( \Lambda_Y \), \( P(|Y - \Lambda_Y| \geq \alpha) \leq 2e^{\frac{-\alpha^2}{2(\Lambda_Y + \alpha)}} \).

In our case, this leads to the following theorem:

**Theorem 2.** If \( \Lambda(t) = \frac{\lambda(t)}{e} \ln(1+e^{-\varepsilon}) \), in step 2, we get an estimation of the count of real events not removed by the mechanism in the interval \([x, y]\) with error bounded by \( O\left(\sqrt{\Lambda \log \frac{1}{\beta}}\right) \), with probability \( 1 - \beta \), where \( \Lambda = \int_x^y \Lambda(t) dt \).

**Proof.** Given an interval \([x, y]\), denote the count of real events as \( n^* \). Denote \( \mathcal{A}(x, y) \) as the count of events after applying our mechanism. \( \mathcal{A}(x, y) = n^* - n^* - \Delta \). Notice that \( n - n^* \) is the count of fake events, following the Poisson with mean \( \Lambda \). Applying the Lemma 1, for any \( \beta \), we set \( \alpha = \log \frac{2}{\beta} + \sqrt{\log^2 \frac{2}{\beta} + 2\Lambda \log \frac{2}{\beta}} \), and we have

\[
P(|\mathcal{A}(x, y) - n^*| \leq \log \frac{2}{\beta} + \sqrt{\log^2 \frac{2}{\beta} + 2\Lambda \log \frac{2}{\beta}}) \geq 1 - \beta.
\]

Rearranging, we get the theorem.

From the above theorem, we can see that when the privacy protection requirement is stronger (\( \varepsilon \) decreases), the rate of fake events increases to achieve the level of protection, which results in the decrease of the utility of the range counting of events. This mechanism has the nice property that if each distributed device \( j \) applies the mechanism with respect to its local Poisson rate \( \lambda_j \), then the aggregated global event stream has the same privacy guarantee with respect to the global Poisson event rate. This result follows from the Superposition Theorem [19], [14] – that the union of Poisson processes is still a Poisson process.

**B. Problem 2: Protecting Event Times of Labeled Events**

In this problem, we consider the events to be labeled and the adversary knows the approximate time of an event and wants to find a more precise time. In most cases, the adversary does not need to know the precise timestamp, and just need to narrow the time down to a small interval around the true time. For example, for human activities like checking into a venue, accuracy within a few minutes of the true time can be considered accurate enough. Thus, for an event \( E \) occurred at time \( t \), we want to prevent an adversary from inferring whether \( E \) had happened within a \( \Delta \) sized interval \( I \) (secret \( s \)) versus within a neighboring interval \( I' \) (secret \( s' \)) as shown in Figure 6. The objective is to obtain \( \varepsilon \)-Pufferfish privacy for the discriminative pair \( (s, s') \).

Note that the Mechanism 1 works on unlabeled event sequence and does not work here as it is not trivial to construct the labels for the fake events. Further, this is harder than Problem 1 as we intend to hide the real timestamp of an event, instead of its presence only. Also we relax the assumption on the distribution of the events.

**Mechanism 2:** \( M(E) = t + \xi \), where \( \xi \sim \text{Lap}(b) \). That is, a Laplace noise similar to the Laplace mechanism as described in Section II.

**Prior distribution.** For an event \( E \) we consider the adversary’s prior distribution, \( \theta \) as uniform distribution over \( W = I \cup I' \), where \( I \) and \( I' \) are neighboring time interval with size \( \Delta \). In practice, an adversary often have a bounded guess of when an event has occurred, for example, the adversary knows that the target person went to a restaurant for lunch in a 2 hour window and wants to find out if the check-in happened in the first hour or in the next. Further the uniform distribution means that the adversary does not know anything more about the timing of the event. We would like to guarantee that the adversary can not discriminate whether \( E \) happens in the interval \( I \) and \( I' \).

While the Mechanism 2 can put a sanitized event, \( M(E) \) outside \( W \) with non-zero probability, the actual event time, \( t \) will always be inside \( W \). Below we analyze the privacy guarantees for a uniform prior, followed by a utility analysis.

**Theorem 3.** Given that the adversary’s prior (\( \theta \)) is a uniform distribution over an interval \( W = I \cup I' \), Mechanism 2 with noise distribution \( \text{Lap}\left(\frac{2\Delta}{b}\right) \) guarantees to protect \( \varepsilon \)-Pufferfish privacy of whether an event \( E \) has occurred in a \( \Delta \) sized interval \( I \) or in a neighboring interval \( I' \) of the same size.

**Proof sketch.** The proof considers three cases (i) \( M(E) \in I \) and (ii) \( M(E) \in I' \), and (iii) \( M(E) \in W' \) where \( W' \) denotes...
the region outside \( I \cup I' \). For each case we calculate the ratio of the probabilities of the output given the secret values and combining them we get the theorem.

**Utility Analysis.** The utility of the mechanism is considered with respect to range query over an interval \( Q \). For a real event \( E \) (at time \( t \)) and its sanitized version \( M(E) \), one of the following would happen, i) both are inside \( Q \) (true positive case), ii) \( t \in Q, M(E) \notin Q \) (false negative), iii) \( M(E) \notin Q, t \notin Q \) (false positive), and iv) both outside \( Q \) (true negative). We denote that the probability of an event being true positive is \( P_{TP} = P(M(E) \in Q|t \in Q) \), false negative is \( P_{FN} = P(M(E) \notin Q|t \notin Q) \), false positive is \( P_{FP} = P(M(E) \in Q|t \notin Q) \), and true negative is \( P_{TN} = P(M(E) \notin Q|t \notin Q) \).

**Theorem 4.** If an event \( E \) is sanitized using the mechanism 2 to follow \( \varepsilon \)-Pufferfish according to Theorem 3, then it has the following utility results with respect to range query on \( Q \) of size \( R \Delta \): i) \( \frac{1}{2}(1 - e^{-R/2}) \leq P_{TP} \leq 1 - e^{-R/4} \), ii) \( e^{-R} \leq P_{FN} \leq \frac{1}{2}(1 + e^{-R/2}) \), iii) \( 0 \leq P_{FP} \leq \frac{1}{2}(1 - e^{-R/2}) \), and iv) \( \frac{1}{2}(1 + e^{-R/2}) \leq P_{TN} \leq 1 \).

**Proof sketch.** For the upper bound for the true positive probability occurs when the event \( E \) is centered at \( Q \). Then the probability that \( M(E) \in Q \) is the Laplace probability mass in \( Q \). We consider \( Q = [0, \Delta + 2] \). Then \( P(M(E) \in Q|t \in Q) = \frac{1}{R \Delta} \int_{t-R \Delta/2}^{t+R \Delta/2} \text{Lap}(x; 0, 2 \Delta) dx = 1 - e^{-R/2} \). The lower bound occurs when \( t \) is at the boundary of \( Q \). Similar consideration produces the bounds for other probabilities. Note that \( t \) can be arbitrarily far away from \( Q \), and this produces the lower bound for \( P_{TP} \) and upper bound for \( P_{TN} \).

From the above analysis, we observe that when the privacy guarantee increases \( \varepsilon \), the probability of counting from \( E \) correctly decreases. While the Theorem 3 and 4 focus on a single event, these results remain the valid for multi-event scenario by applying the same claim individually to each event.

**C. Problem 3: Protecting Orders of Labeled Events**

In this problem, we consider protecting the relative order of two nearby labeled events. We assume that the adversary knows \( \theta_i \) that the events \( e_i \) and \( e_j \) occurred within a \( \Delta \) sized interval, i.e., \( |t_i - t_j| \leq \Delta \) and wants to find out the order of the events. Thus the discriminative pair of secrets are \( s_{i<j} \) and \( s_{i>j} \) denoting \( t_i < t_j \) and \( t_j < t_i \), respectively. Below we show that with suitable noise, Mechanism 2 achieves privacy guarantees for event ordering.

**Theorem 5.** Mechanism 2 with \( \text{Lap}(\frac{2\Delta}{\varepsilon}) \) preserves \( \varepsilon \)-Pufferfish privacy for event ordering for event-pairs within \( \Delta \) time interval.

**Proof sketch.** According to the Mechanism 2, both \( M(e_i) \) and \( M(e_j) \) are Laplace random variables distributed with mean values at \( t_i \) and \( t_j \). Observe that the cumulative distribution of the random variable \( Z = (M(e_i) - M(e_j)) \) at 0 produces the probability of \( M(e_i) < M(e_j) \). To prove the above result, we need to consider two cases when \( M(e_i) \leq M(e_j) \), i.e., \( Z \leq 0 \) and \( M(e_i) \geq M(e_j) \), i.e., \( Z \geq 0 \). We skip the calculations here for the interest of space.

This result implies that our mechanism provides a guarantee against inference of precise ordering of nearby events. The utility analysis for this problem is the same as Problem 2, where the same mechanism is applied. Note that events that are far apart in timings are not covered under this model, since any modified assignment of timestamps that modifies the ordering of distant events will randomize the the data completely.

**IV. Experiments**

This section evaluates the utility for both proposed sanitization mechanisms on three real world datasets.

**Datasets.** The datasets we use include location check-in data \( (i) \) and mobile phone usage data \( (ii), (iii) \) to reflect different patterns of event distributions and user behaviors. \( (i) \) Check-in dataset: 12,372 timestamped check-ins at Akihabara train station in Tokyo by 1k users from Foursquare [31]. The events are aggregated in a single day to increase the density of the events. \( (ii) \) App-usage dataset: events occur in the app-usage dataset [27] when a user opens one of his 10 most frequent apps, e.g., SMS, mail, Facebook, etc. \( (iii) \) Phone-unlock dataset: events occur when a user unlocks the phone. The first two datasets contain data for about an year, and the third has data for about a week. The datasets we consider have diverse densities (Figure 7(a)) with average inter-event duration, from seconds for dataset \( (i) \) to minutes for dataset \( (ii), (iii) \) to test our methods in varied scenarios.

**Evaluating utility.** The utility of the methods is measured in line with our theoretical analyses. The utility of the Mechanism 1 is measured using range counts. Given the counts at a query range in the original and sanitized stream are \( n \) and \( \hat{n} \) respectively, the relative error measured as \( \xi = \frac{1 - \hat{n}}{n} \) is used for the utility. The utility for Mechanism 2 is measured with the true positive, false negative, false positive, and true negative probabilities in the theory, and in the experiment, we use \( F_1 \) score to measure the four. \( F_2 \) score is the harmonic mean of the precision and recall, where precision is the ratio of true positive over true positive plus false negative, and recall is the ratio of true positive over true positive plus false negative. The value of \( \varepsilon \) is application specific, and therefore we show how the utility varies for different privacy parameters.

**A. Evaluating Mechanism 1 for unlabeled events**

The event rate \( \lambda(t) \) is estimated by the average rates of the latest 100 events and we produce sanitized events using Mechanism 1. The range counts reported here are for each such intervals. We consider the resolution of the event times in seconds. \( c \) and \( c' \) are fixed to 1 and 2 respectively. Figure 8 evaluate the mechanism 1 and demonstrate that the relative error of Mechanism 1 is bounded and the error increases with the decrease of \( \varepsilon \) (stronger privacy guarantee).

**Comparison with existing methods.** The p-sum mechanism described in [4] and briefed in Section II-B is applied to check-in event series with different resolutions prepared by suitable
binning (Figure 9 (a)). The error for the p-sum mechanism increases with finer resolution, from the resolution of hours to seconds. With the same level of privacy guarantee, our Mechanism 1 produces events in second resolution and has more accurate range count query results compared to the best performance of p-sum method with hour resolution with the least noise added.

**Processing time.** Both Mechanism 1 and 2 achieve constant computation per event, the total computation cost is linear with respect to the size of dataset as shown in Figure 9 (b), and therefore the mechanisms scale well for large datasets.

![Fig. 8. Evaluating Mechanism 1. (a, b, c) vary \( \varepsilon \) for app-usage dataset, check-in dataset, and phone-unlock dataset respectively. The errors remain low for all values of \( \varepsilon \). Naturally error increases with decreasing \( \varepsilon \).
](image)

![Fig. 9. (a) Range count queries are more accurate for our Mechanism 1 (resolution in seconds) than p-sum mechanism with even hour resolution. We take \( \varepsilon = 1 \) for both cases. (b) Both the mechanisms are efficient for large dataset. Sampling from Laplace distribution is slightly slower than sampling from Poisson and Uniform distribution, thus the slight difference.
](image)

B. Evaluating Mechanism 2 for labeled events

Figure 7(c) demonstrates that the distribution of events is well preserved by the Mechanism 2, which guarantees the utility of events after sanitization. Figure 10 evaluates the privacy-utility trade-off by varying \( \Delta \) and \( \varepsilon \) of Mechanism 2. The smaller \( \Delta \) and larger \( \varepsilon \) require less privacy guarantee, less noise is added, and therefore more original information is preserved. The utility is measured using the \( F_1 \) score, which is defined as the harmonic average of the precision and recall. A larger \( F_1 \) score corresponds to higher utility.

![Fig. 10. Evaluating the utility for Mechanism 2 with 2000 randomly sampled intervals in the check-in dataset. While varying \( \Delta, \varepsilon \) is set to 1 and while varying \( \varepsilon, \Delta \) is set to 1. The utility (\( F_1 \) score) increases with larger \( \varepsilon \) and smaller \( \Delta \).
](image)

Fig. 11. Evaluating event ordering for Mechanism 2. \( \Delta \) is set to 1 hour for all datasets. (a), (b), and (c) are showing results for app-usage, check-in, and phone-unlock datasets respectively.

We evaluate the probability that the order of randomly chosen event pairs with different intervals is changed after sanitization with mechanism 2, demonstrated in Figure 11. With a larger \( \varepsilon \), less noise is added to the event time and the event orders are better preserved, where the order change are mostly limited to the events within smaller time intervals.

V. RELATED WORK

Releasing continual counts for temporal event streams with differential privacy guarantees have been studied in [4], [9], [8], [30], obtaining similar results as we discussed in Section II-B. More data-dependent works on continual aggregate statistics release of stream data can be found in [5], [16]. All these works assume a suitable sampling frequency for obtaining the event stream in the first place, and therefore, they are not suitable for asynchronous event publication.

[24] achieves \( \varepsilon \)-Differential privacy by applying sanitization in the frequency domain to the \( k \) Fourier coefficients with highest spectral energy. However, this is not applicable in our setting as it releases data only once. A data-dependent heuristic method is proposed in [11] to release real time aggregate traffic statistics under differential privacy using sampling and filtering. [12], [1] have proposed to generate fake time series following the same distribution as the original data. The objective is to protect against re-identification of a time series, but do not hide individual events in series. [28] has discussed privacy preservation in presence of correlation in the data, e.g., activities of a user over time using Pufferfish privacy [18] and models the data generation process as a Markov chain. [22] has designed a time-series data trading system with Pufferfish privacy under temporal correlations. However, it
does not trivially translate to privacy of individual event timings. Blowfish [15] is another instantiation of the Pufferfish framework for use on continuous variables, which however does not apply to discrete abstractions like event ordering. Differential privacy is also being explored for correlation time series data [3].

Various methods have been proposed to protect user level and activity level privacy. Differential privacy frameworks for protecting specific inference from the data are investigated [25] using dynamic Bayesian networks to capture the adversary’s knowledge. The proposed method first infers latent states and protects them. Continual adaptive release of histogram statistics is considered [21] to protect users to be re-identified. Unlike these works, the goal of the current paper is to protect individual event timings.

VI. CONCLUSION
In this paper, we proposed multiple privacy preserving mechanisms for protecting individual event timings and hiding occurrence of an event. The proposed framework uses Pufferfish privacy – a generalization of differential privacy – and supports asynchronous event timings. The mechanisms add considerably less noise than existing algorithms [4] to achieve similar privacy guarantees. In sensor data streams of multiple variables, privacy of complex relations between variables may be of interest. Rigorous privacy definitions of such relations through Pufferfish style privacy approach is a promising research area.
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