Comparison of rule- and ordinary differential equation-based dynamic model of DARPP-32 signalling network
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Abstract

Dynamic modelling has considerably improved our understanding of complex molecular mechanisms. Ordinary differential equations (ODEs) are the most detailed and popular approach to modelling the dynamics of molecular systems. However, their application in signalling networks, characterised by multi-state molecular complexes, can be prohibitive. Contemporary modelling methods, such as rule-based (RB) modelling, have addressed these issues. Although the advantages of RB modelling over ODEs have been presented and discussed in numerous reviews, no direct comparison of the time courses of a molecular system encoded in the two frameworks has been made before. To make such a comparison, a set of reactions that underlie an ODE model by Fernandez et al. [1] was manually encoded in the Kappa language, one of the RB frameworks. A comparison of the models was performed at the level of model specification and results were acquired through model simulations. We found that the Kappa model recapitulated the general dynamics of its ODE counterpart with minor differences. These differences occur whenever molecules have multiple sites binding the same interactor. The notation of such rules requires a complete listing of all possible binding configurations. Furthermore, activation of these molecules in the RB model is slower than in the ODE one but can be corrected by revision of the rate constants used in the relevant rules. We conclude that the RB representation offers a more expressive and flexible syntax that eases access to fine-grain details of the model, facilitating model reuse. In parallel with these analyses, this manuscript reports a refactored model of a DARPP-32 interaction network that can serve as a canvas for the development of a more complex interaction network to study this particular molecular system.
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1 Introduction

Computational dynamic modelling frameworks probe mechanistic and quantitative aspects of molecular interactions, which can grant the development of mechanism-based therapies with more predictive power on outcomes of therapeutic interventions [2]. Such interventions often target molecular signalling [3–5], characterised as a complex system of coupled interacting components, often proteins, forming networks that activity leads to non-additive effects [6]. Defining molecular reactions as a set of coupled ODEs has traditionally enabled dynamic modelling of molecular pathways [7]. ODE-based modelling is a powerful and acclaimed formalism with a long tradition. It has extensive established standards, and various software tools that support and facilitate the formulation and analysis of ODE models [7–9]. However, the requirement to explicitly enumerate the molecular species in ODE-based modelling precludes modelling of molecules that assemble into multivalent protein complexes; typically these have multiple functionally divergent states, a common characteristic of molecules involved in cell signalling [10]. The current development of modelling methods derived from computer science has mainly addressed expressivity and the growing complexity of the systems to be modelled. An example of such a method is RB modelling, designed to model interacting proteins. The potential of the method has been extensively discussed [11–14] and demonstrated with examples [11] or with models answering new biological questions [13, 15–17]. These models are often founded on existing ones, which in the great majority are categorised as ODEs. However, to the authors’ knowledge, any direct and systematic comparison of the same biological system defined in the light of two formalisms has not been presented before. Such a comparison could reveal the impact of the differences between the two types of model and provide a better understanding of RB modelling. For instance, ODE-based modelling represents a molecular system as concentrations of molecular species and focuses on their reaction kinetics. In contrast, RB modelling is an agent-centred method in which the unfolding of molecular compositions can be studied alongside their abundances [11]. As it is still a relatively new paradigm, we need to further develop RB modelling research, tools, and applications within the modelling community to better understand the strengths and weaknesses of the two different approaches.

This study compares an existing ODE model to a new RB model, both based on the same reaction network. We specifically ask: (1) whether the dynamics of an ODE-based model can be replicated with an RB model? (2)
if differences between the two are observed, what is the underlying cause? (3) if the dynamics of the system defined by ODEs are replicated by the RB method, what advantages are there to using an RB model? We present the results of the models’ comparison at the level of notation and using model dynamics under different conditions. The advantages and disadvantages of the two model representations are discussed, alongside suggestions for future research.

2 Background

2.1 Objectives of dynamic modelling

Dynamic computational modelling frameworks consist of model specification schema and simulation methods. The model specification is a set of equations or instructions written in a machine-interpretable language. These languages are based on mathematical formalisms that define relationships between variables whose quantities vary over time. Models are run as numerical simulations using algorithms that interpret the model’s mathematical formulation and calculate changes in the quantities of model variables. By adopting a suitable level of abstraction and with the use of a sufficiently expressive language, systems can be modelled such that experimentally-derived evidence can be incorporated to improve the model’s quality. A formal approach to the generation of models is desirable to (i) encode facts in an unambiguous and explicit manner, (ii) facilitate the understanding of models, (iii) allow easy modification of models to accommodate more than one hypothesis, (iv) aid interpretation of the underlying biological phenomena, and (v) provide a standard approach to the integration of novel data sources [6]. These features are especially important because model generation often requires knowledge spanning multiple disciplines; the existence of formal modelling frameworks enforces a common understanding of the explicit meaning of model components.

2.2 Modelling signalling systems with ordinary differential equations

Ordinary differential equations (ODEs) are defined according to a set of chemical reactions that describe how reactants turn into products over time [19]. ODE-based models are routinely solved with numerical procedures, e.g. the Runge-Kutta method [19]. Time courses obtained by solving ODE models are continuous and deterministic, characterised by smooth and gradual change of species concentrations over time [20], and identical simulation outcomes if initial molecular states and input parameters are unchanged. This setup does not reflect the actual characteristics of subcellular events driven by random collisions between discrete molecules [21]. Nevertheless, the deterministic and continuous approach is correct as long as abundances of reactants are large enough to render random fluctuations as negligible [22]. Molecular processes in synapses are characterised by high numbers of divergent types of molecular species but low numbers of instances per type. In these conditions, magnitudes of fluctuations in copy numbers of molecules become important [22]. Among others, the inherent presence of noise in signalling systems is attributed to transient, low-affinity and promiscuous protein interactions [23]. Variations of this type of protein count can only be captured with stochastic simulation [22]. The current development in standard formats for encoding biological models, in particular Systems Biology Markup Language (SBML), allows to obtain the trajectories of the same model with different simulation methods, both deterministic solvers and stochastic simulators, e.g. Gillespie’s Stochastic Simulation Algorithm (SSA) [9, 24]. A more critical shortcoming of ODE-based models applied to signalling networks lies in the requirement for explicit enumeration of all molecular species [11]. This drawback precludes mechanistic modelling of systems that include molecules that can adopt combinatorially complex states for example those with multiple binding partners, e.g. in Epidermal Growth Factor Receptor (EGFR) signalling [25–28]. In such cases only a small fraction of all possible EGFR molecular species can be represented with ODEs [13].

2.3 Rule-based modelling - formal computational method for simulating molecular interactions

The development of formal methods in computer science has facilitated their application to the modelling of molecular processes. These approaches have expanded the number of observed properties of biological systems that can be dynamically and quantitatively modelled [29] (reviewed in [29–33]). As this study examines an alter-
Figure 2: Main concepts and elements of the Kappa language (description in the main text).
Thr75) have major regulatory roles in signal processing. The multiplicity of phosphorylation sites, of which 4 are known to have a regulatory impact on DARPP-32 itself [61]: Threonine 75 (Thr75), Serine 137 (Ser137), and two Serine sites (Ser102, Ser137). The authors performed two main pathways that mediate these reactions (blue), activation reactions (red).

3.1 Model translation

The Serine sites (Ser137, Ser102) have a supporting role in Thr34 signal enhancement.

Fernandez et al. [11] studied the integrative effect and sensitivities of DA and Glu mediated signals on the DARPP-32 network (Figure 9). Their model examined the particular effect of cyclic adenosine monophosphate (cAMP)-pulse followed by calcium ions (Ca$^{2+}$) spike trains whilst varying the distance between the stimuli. The study showed that DARPP-32 is a robust integrator, indifferent to its initial concentration and delay between the stimuli, far more complex than a bistable switch between DA and Glu signals. To reproduce the system’s behaviour, the authors included two main pathways that mediate these signals, CAMP–PKA–DARPP-32 phosphorylated at Threonine 34 (D34) and Ca$^{2+}$–PP2B–DARPP-32 phosphorylated at Threonine 75 (D75). Contrary to the majority of previous models of Glu and DA signal integration [48, 62–64], DARPP-32 included three phosphorylation sites: Thr34, Thr75 and Ser137. The authors performed two in silico mutagenesis experiments modifying the role of Ser137. The first mutation inhibits site phosphorylation by changing Serine to Alanine at the 137 position (Ser137Ala). The second mutation leads to permanent phosphorylation of the Ser137 site (constSer137).

3 Materials and Methods

The first step of comparison of RB and ODE frameworks involved encoding reactions underlying the ODE model of Fernandez et al. [11] ("model B") into the Kappa language (3.5 version [65]). Then, models were simulated in different variants to obtain time courses of equivalent observables to compare (Figure 4).

![Figure 3: Reaction diagrams representing different aspects of the DARPP-32 network included in the ODE model by Fernandez et al.](image)

![Figure 4: Approach to comparison of ODE and RB modelling frameworks.](image)
states. Based on this definition of reaction context, the following criteria guided decisions about condensing reactions into rules. Given a set of reactions of the same type (forward, backward, or catalytic) between the same reactants (agents), if the difference between reactions lies in agent states (internal or binding) that do not change after the transition from reactants to products, and reaction constants (rates) in all these reactions have the same values, then information about agent states does not define reaction conditions; hence, it can be removed from the reaction notation, i.e. a set of reactions become a rule pattern. Among the least intuitive cases in encoding reactions into rules are complex substrate activations of PKA and PP2B. PKA is activated by the binding of 4 cAMP molecules, whereas PP2B activation requires 4 Ca\textsuperscript{2+} ions. In other words, multiple molecules of the same type bind substrates on different sites that have to be uniquely named, which requires explicit encoding of all possible binding combinations on four different sides (approach after Danos et al. [65]), called hereafter as combinatorial binding.

We also need to translate molecular concentrations, rate constants and initial molecular abundances to copy-numbers [65, 67]. Lastly, the cAMP pulse and the Ca\textsuperscript{2+} spiking are reproduced by the addition of molecular copy numbers and modification of rate constants during the simulation, respectively.

### 3.2 Approach to comparison of models

The visual comparison of the results of two dynamic models required (Figure 5), the simulation of both models in a stochastic scheme and the alignment of the trajectory of the corresponding observables under varying conditions to allow more comprehensive comparisons between the frameworks.

**Selecting and pairing observables** The plots in the original publication show aggregated variables that are summed trajectories of multiple molecular species. For instance, “D34” denotes DARPP-32 phosphorylated at Thr34, regardless of its state of binding or other phosphorylation sites. The concept of aggregated variables corresponds to observables in RB modelling, and therefore, we use the term observable hereafter to denote aggregated variables. Observables of the ODE model were aggregated here based on their names matching partial strings representing the observables of interest. To verify this approach, obtained observables of the ODE model with this method were visually compared with the six observables plotted in the original publication. The choice of other observables follows these principles: (1) if an agent has internal states, the activated state is set as its observable form, e.g. “CK1u”; (2) if an agent is created and degraded over the simulation, its observable is set to its least specific form, e.g. “PKA”; (3) if an agent is not created and degraded during the simulation, i.e. its level remains constant throughout the simulation and has no internal states, its observable is set to its bound form, e.g. “CDK5” (see Table S1 for the complete list of RB and ODE observables with definitions).

**Model simulation** We simulate both models in the stochastic scheme but within different simulation environments. The RB model was simulated with KaSim. The SBML format of the ODE model was run with COPASI (version 4.20), a common simulation environment for SBML-formatted models [9], using the deterministic solver (LSODA) and stochastic simulator (implementation of direct method by Gillespie [24]).

**Model perturbations** The first type of perturbation is based on a modification of rate constants. We used this modification to induce site-directed mutations: Ser137Ala and constSer137, replicating the original study [1]. In both cases, the alteration of the model involved the inactivation of 4 reactions by zeroing their rate constants. In the RB model, they are represented by 1 rule, i.e. a change of a single constant induced each mutagenesis. We additionally tested the RB model with two different binding schemes, applicable only to the RB model, and further called noncompetitive (Figure 6B) and competitive binding (Figure 6A). In the noncompetitive binding, all interactors of DARPP-32 can bind simultaneously to three different sites. The competitive binding assumes one interaction with DARPP-32 at a time, which reflects the ODE model assumption. The Fernandez et al. [1] study does not discuss if DARPP-32 binding partners bind to the same or different active sites, though DARPP-32 is an intrinsically disordered protein with an unknown secondary structure.
binding interface [68, 71]. The ODE model specification demonstrates that DARPP-32 forms at most heterodimers. This type of modification in the ODE model would require enumeration of additional molecular species, the addition of new equations and updating the existing ones. Contrary to the ODE model specification, a definition of such a binding scenario in the RB notation requires the same number of rules, provided that concurrently bound interactors do not influence each other.

4 Results

Comparison of models was performed on two levels, model notation and simulation results. The model notation was analysed by dividing the model into components and comparing their sizes. We expect the set of reactions underlying the ODE model to be represented with fewer rules since a single one can constitute a pattern representing several reactions. The comparison of simulation results involved the alignment of equivalent time courses obtained by model simulations. We performed the comparison of time courses between three variants of each model: (1) base-line condition (wild-type) and two site-directed mutations: (2) Ser137Ala and (3) consSer137. Finally, we compared two RB model variants, representing: (1) DARPP-32 with a single binding site; and (2) DARPP-32 with three independent binding sites.

4.1 Rule patterns reduce reaction number in a certain type of model components

Table 1 juxtaposes the total counts of model components in each model. The RB model represents 152 reactions with 132 rules, each parameterised by one of 62 unique rate constants. This number is lower than the total number of rate constants used to parameterise the ODE model (152). The final rule set is more than twice as large as the unique number of rate constants, meaning that more than one rule is parameterised by the same rate constant. The number of molecular species in the RB model, obtained with snapshots capturing the state of the molecular mixture over simulation time (every 1000th event), is 91 for the competitive RB model, and 137 for the non-competitive one. In both cases, the sum of molecular species is higher than in the ODE model (75). As expected, the number of rules corresponding to reactions is lower, and the number of molecular species is much higher, confirming that expression patterns reduce the number of rules needed to represent a reaction system. Nonetheless, the number of rules is only slightly lower than the number of reactions (152 to 131). If we closely compare models by parts representing more general molecular mechanisms, rule representation reduces the reaction number in some components but extends it in others (Table 2). The reduction occurred only in “DARPP-32 phosphorylation” and “PP2A activation by Ca^{2+}” components, where combinations of states of DARPP-32 phosphorylation sites do not have to be explicitly named. In contrast, the increase in the number of reactions compared to the reactions occurred in the components “PKA activation” and “PP2B activation”. They both have four sites that bind the same molecules, Ca^{2+} and cAMP, respectively, which requires the expression of combinatorial binding in the rule notation.

4.2 RB model recapitulates dynamics of ODE model with minor discrepancies

The RB model recapitulates the principal dynamics of the ODE model, albeit there are some observable differences (compare Figures 7B and Figure 7C). For instance, there is a comparable variability of trajectories of Thr34 phosphorylated isoform (“D34” and “D34”*) that can be observed in the relaxation phase (after the 600th time point). “D34” in the ODE model needs 100 more time steps to reach the second peak, and it is weaker than its RB counterpart (“D34”). Worth noting is that the standard deviation in the stochastically simulated ODE model reveals a distinctive variation in abundance of the “D34” observable during the relaxation phase. We further use the stochastic trajectories of the ODE model for comparison with the RB model.

For a closer examination, traces of 15 observables (defined in Table S1) obtained from ODE and RB simulations were paired and superimposed (Figure 8). Next to the clear matches (e.g. Figure 8 B, E, H, N), there are discrepancies between paired curves. Five of these 15 observables (Figure 8 C, F, I, J, O) are examples of the largest divergence between models following a similar pattern of behaviour. They are directly connected in a chain of activation reactions that begins with Ca^{2+} (Figure 8I). Higher abundance of all Ca^{2+} ions present in the system of the ODE model (Figure 8C) could explain differences between the remaining 4 observables. However, the trajectory of “all_Ca” remains at the 0 level during steady states rising only in the spiking interval, which resembles the abundance of free Ca^{2+} (Figure 8B). Ca^{2+} activates PP2B represented by the trajectory “PP2Bactive”. The higher level of “PP2Bactive” is consistent with the other three observables, suggesting that this is a factor generating the divergences between the models. Based on the curves of the ODE model, we can reason that a stronger activation of PP2B results in proportionally more copies of the unphosphorylated CK1 and phosphorylated D137. This, in turn, increases substrate availability for PP2C; therefore, more copy-numbers of its bound form. This effect is inverted in the trajectories derived from the RB model.

4.3 RB language allows for detailed dissection of observed molecular species facilitating reuse and reanalysis of dynamic models

It remains unclear why the “all_Ca” observable trajectory produced by the ODE model is much lower than in the RB model at the steady state. Moreover, “PP2Bactive” appears to dictate the higher effect on the other three observables (“D137”, “CK1u”, “PP2C”). Therefore, “all_Ca” and “PP2Bactive” are closer analysed in further steps. According to the reaction system underlying both models, the activated PP2B is a complex of 4 Ca^{2+} ions and PP2B. This detail is not explicitly stated in the variable name of the ODE model. Therefore, to obtain the trajectory of all Ca^{2+} ions, the sum of the copy numbers of the
molecular species whose variable names contain "Ca^{2+}", would have to be replaced by a more thorough analysis of the relevant reaction context of the ODE model. This is not the case in the RB model, where an observable of interest is obtained with an automated procedure that sums the trajectories of molecular species containing the specified expression pattern. Since the trajectory of all Ca^{2+} in the RB model includes the ions bound to PP2B, the comparison of "all_Ca" to "all_Ca+" is inaccurate due to a difference in the molecular species included in these observables. A similar inaccuracy, related to the naming of the observables, explains the discrepancy between the time courses of the total number of cAMP observables (Figure 7). In contrast to the RB model, the multiple copies of cAMP bound to R2C2 are not included in this ODE model time course (compare Figure 8A).

As a complete list of molecular species in the RB model is not included in the specification, it is also unknown whether there are other trajectories of molecular species summed up in "all_Ca+". To obtain these, all molecular species containing Ca^{2+} in the RB model simulation were isolated from snapshot data amounting to 24 compared to only 13 in the ODE model ("all_Ca"). These 13 species correspond in molecular composition to 18 of the 24 RB species sampled in total. The six absent species in the "all_Ca" observable are composed of an active form of PP2B containing 4 Ca^{2+} ions, either free or bound to phosphorylated CK1, or DARPP-32 in 4 different combinations of phosphorylation states. The number of species comprising "all_Ca" observable in the RB model is higher by five because the half-active form of PP2B (bound to two Ca^{2+} ions) in the RB model exists in 6 variants. Whilst in the ODE model, it is represented as a single species, named "PP2BinactiveCa2".

Now that we know the composition of molecular species comprising the "all_Ca+" observable feature, we can rerun the RB model with the same components as in "all_Ca" of the ODE model and compare their trajectories directly. To match this newly defined RB observable of "all_Ca+" to the original model, these 18 species were summed to obtain a single observable (Figure 10B). In comparison to the unaltered species composition (Figure 10A), the result shows that discrepancy between the ODE and RB observable trajectories have diminished. Knowing that there is a higher number of forms representing the half-active PP2B in the RB model, we can try to obtain a closer match between the "all_Ca" observables by superimposing only one of 6 trajectories of the RB model. Figure 10C shows that the match is close to perfect. It demonstrates that the differences between the "all_Ca" observables of the two models can be explained by the difference in the number of representations of the molecular species. As the six trajectories have the same dynamics and the same average levels of abundances, choosing one of them is arbitrary (Figure S1). Moreover, the distinction between locations of two Ca^{2+} ions on the numbered sites of PP2B is irrelevant since all four sites are functionally indistinguishable.

The above analysis demonstrates the flexibility of the RB modelling as a tool to explore complexes formed during the simulation. Molecular species defined in the ODE framework are fixed and definite, whereas, in the RB model, they are a subject of investigation. Snapshots of molecular

<table>
<thead>
<tr>
<th>ODE model</th>
<th>Model Component</th>
<th>Total counts</th>
<th>Total counts</th>
<th>RB model</th>
<th>Model Component</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reaction instances</td>
<td>152</td>
<td>132</td>
<td>Reaction rules</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Concentration-based rate constants</td>
<td>152</td>
<td>62</td>
<td>Stochastic rate constants</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Initial concentrations</td>
<td>75</td>
<td>8</td>
<td>Initial copy numbers</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Molecular species</td>
<td>75</td>
<td>91/137</td>
<td>Molecular species</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stimuli events</td>
<td>21</td>
<td>21</td>
<td>Stimuli events</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: The specification of a model can be divided into components. The total number of elements in each component is shown for both the ODE model and the RB model.

<table>
<thead>
<tr>
<th>Model component</th>
<th>Reactions</th>
<th>Rules</th>
<th>Unique rate constants</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. DARPP-32 phosphorylation</td>
<td>84</td>
<td>27</td>
<td>27</td>
</tr>
<tr>
<td>2. CK1 phosphorylation</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>3. PDE phosphorylation</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>4. PP2A phosphorylation</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>5. PP2B activation</td>
<td>4</td>
<td>24</td>
<td>4</td>
</tr>
<tr>
<td>6. PKA activation</td>
<td>12</td>
<td>56</td>
<td>7</td>
</tr>
<tr>
<td>7. cAMP &amp; Ca^{2+} degradation</td>
<td>8</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>8. PP2A activation by Ca^{2+}</td>
<td>32</td>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 2: The list of reactions in the Fernandez et al. [1] publication was divided into components based on more general molecular processes represented by subsets of reactions, such as phosphorylation or activation. We can closely examine reaction-rule relation by comparing models by components. The table shows the number of reaction rules versus reaction instances and a unique number of rates per model component. It is noticeable that the reduction in the number of reaction instances due to the translation of reactions into Kappa language occurred in only two model components (1. & 8.), while in two others, it resulted in an expansion of the rule number (5. & 6.).
Figure 7: Time-courses of the ODE model for DARPP-32 isoforms triggered by a pulse of cAMP followed by a train of Ca2+ spikes obtained with (A) a deterministic solver, and (B) a stochastic simulation. Trajectories of the stochastic simulation were obtained from calculating mean value (line) and standard deviation (shade) based on 40 simulations. (C) RB model (stochastic simulation). Variable isoforms of DARPP-32: “D” - unphosphorylated; “D137” - Ser137 phosphorylated; “D75” - Thr75 phosphorylated; “D34” - Thr34 phosphorylated.

Figure 8: Overlaid time courses of the ODE stochastic and the RB stochastic in the baseline condition. Note that the scales on the y-axis are different to closely compare the traces of the observables. Trace colour: ODE (red), RB (black).

Figure 9: Reaction diagram of the observables showing the greatest divergence between the observables of the ODE and RB models. These observables are connected in a chain of mutually dependent activation reactions triggered by the influx of Ca2+.
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mixtures permit the determination of created species and their abundances. The results of the RB model can be easily dissected by tracking precisely defined observables of interest during the model run. In addition, the automated agglomeration of time courses into observables renders the RB modelling more advantageous compared to the ODE-based framework. This automation is less error-prone and independent of variable names.

4.4 Rate constants of reactions formulated with “combinatorial-binding” notation should be increased to match ODE trajectories

The largest discrepancy between trajectories can be observed in “PP2BinactiveCa2” (Figure 11M) that for the RB time course was obtained by summing 6 entities representing a half-active PP2B into one. If divided by 6, representing a single variant of half-active PP2B, the trajectory of the RB model becomes lower than the one of the ODE model (Figure S2M). These six forms of the half-active PP2B suggest that a better fit between the two models can be achieved by decreasing the constant rate of rules that represent the binding of Ca$^{2+}$ to free PP2B. However, this could bring the desired effect solely for the half-active PP2B (“PP2BinactiveCa2”) but not for the dynamics of other coupled observables. In particular, the fully active PP2B (“PP2Bactive”), of which the “PP2BinactiveCa2” is an intermediate form. With the current parameter values, the fully active PP2B in the RB model is lower than in the ODE model (Figure 8J). Thus, the decrease in the rate constant of its intermediate form would lead to a further decrease in its copy number. Therefore, although there are more species of the half-active PP2B in the RB model, its fully active form has lower levels than the ODE model. To further examine this observation, we can return to the
comparison of model specifications (Table 2). The four reactions of PP2B activation are represented by 24 rules, explicit in site-specific detail that includes all combinations of positioning Ca\(^{2+}\) on four sites of PP2B. Therefore, the larger number of rules defining transition from inactive to active PP2B slows down this process in the rule representation. To support this hypothesis, we can review the second example that required a much larger number of rules, i.e. an activation of PKA. Figure 8D shows that the RB trajectory of the “PKA*” observable also reaches a much lower peak than its ODE counterpart. Accordingly, values of rate constants of rules that the number increased due to the “combinatorial binding” notation in the RB model should be increased to closely match the ones in the ODE model.

4.5 RB language facilitates modifications of dynamic models

Site-directed mutations The authors of the ODE model analysed it in two other conditions of site-directed mutagenesis affecting the Ser137 site. The same perturbations were applied to the RB model to establish if they would generate similar results. Figures 12 juxtapose simulation results of both models affected with constSer137 and Ser137Ala mutations. As exemplified by the six key observables, there is a close match in initial conditions and a general pattern of dynamics between the time courses of the two models. Therefore, we can conclude that the RB modelling allows emulating experimentally observed perturbations similarly to the ODE-based modelling.

Competitive and non-competitive site binding Two variants of the RB model with different binding site specifications are compared to test whether the dynamics of the model are affected when DARPP-32 binds multiple partners at once. The first specification is a competitive variant of the model with one binding site (oBS). In the second, a non-competitive variant, the partners bind simultaneously (three-binding-sites, tBS). The superimposed trajectories of two models (Figure S3) demonstrate that this modification has no effect on model dynamics. As the direct consequence of this modification is an increase in the size of the complexes to more than two proteins, it seems that larger complexes are rarely formed during the simulation. This interpretation is confirmed in a direct examination of species counts (Figure S4). As these three binding sites do not counter each other’s binding properties, the lack of difference might be caused by the similarity in occupancy between a single site and all three sites together. The probability of a site being connected depends on copy numbers of reactants and the strength of binding affinities. Reactions in the model are classified as weak, with dissociation rates in the range of µM. Low-affinity bindings generally lead to lower levels of site occupancy. Moreover, the amount of DARPP-32 molecules exceeds the total counts of all its interactors. Therefore, with the current proportions of reactants, all three sites of DARPP-32 cannot be saturated to expose the difference in the binding capacity of DARPP-32. To expose the potential differences in dynamics between two binding scenarios, the site occupancy must also be modified. The simplest

Figure 12: Comparison of the constitutive Ser137 mutation induced in (A) ODE model in deterministic setting; (B) RB model in stochastic setting; and the Ser137Ala mutation in (C) ODE model in deterministic setting; (D) RB model in stochastic setting; The same interference performed on rate constants of the two models caused similar dynamics.
test of this explanation could be performed by altering the size of the reactant pools. For instance, a significant decrease in DARPP-32 levels could increase the proportion of other reactants.

5 Discussion

ODE-based modelling is a classical and commonly used method for creating detailed dynamic models of biological systems [72–74]. It is frequently a point of reference and comparison to newly proposed modelling methods [14, 35, 59, 75, 76]. Nevertheless, modelling of signalling systems with ODE poses difficulties due to complexities underlying molecular interactions [41, 77]. To address these problems, RB modelling was developed. Although a large body of reviews discuss the advantages of RB modelling over ODE [11, 13, 17], a direct comparison of time courses of one molecular system encoded in the two modelling formalisms has not been presented before. The manual translation of this ODE model into any RB language was necessary despite the existence of a method [78] for automated translation of the SBML-format encoding ODE-based models to an RB model format that failed to perform this task. This paper presents results of encoding reactions underlying an ODE model to the RB language and a comparison of their specification and simulation results.

Effects of the RB framework on the model notation Encoding reactions into rules slightly reduced the size of model specification and increased counts of molecular species, which confirmed the well-known advantage of rule representation. Translation of reactions into rules involves the removal of non-influential contexts denoting states of reactants, such as phosphorylation or binding state. In consequence, this shortens and simplifies model representation.

Closer analysis of reaction subsets representing more general molecular mechanisms showed that reduction in the reaction number is only true for reactions occurring between the same reactants, describe the same transformation, and are parameterised with the same values of rate constants, but differ only concerning binding or internal state of reactants. In this type of reaction, the number of unique reaction rates was equal to the number of rules.

An increase in the number of rules representing reactions occurred where the same partner binds an agent at multiple sites. In such reactions, all possible positions and stages of the binding process had to be explicitly encoded. The “combinatorial binding” notation is not a general property of the RB language but characteristic of the Kappa syntax. In the BioNetGen Language (BNGL), an alternative RB framework, a rule is definable with sites named in the same way. It implies that a rule pattern defined for one of them applies to the others [67]. However, it is yet to be established how this simplified representation in BNGL would affect the trajectories of observables.

A shift in modelling focus with the use of the RB framework The process of encoding reactions into rules turns attention to questions such as how many binding partners can simultaneously bind a protein. The translation process has shown that information about interfaces of interacting proteins and their alternative states would considerably ease the process of model development by guiding decisions on agents’ signatures. Therefore, data resources that could support RB modelling, such as a source of protein interaction interfaces, post-translational modifications (PTMs), and protein domains. For instance, proteins containing phosphatase catalytic domains are enzymes of dephosphorylation reactions [79]. However, such detailed information is not accessible for most molecular agents.

Discrepancies in dynamics between models Comparison of trajectories showed an agreement between models’ dynamics, with some discrepancies. They mainly appeared due to a lack of precision in the variable names of the ODE model caused by differences in molecular species comprising tracked observables. When the simulation of the RB model was performed with observables exactly matching the ones in the ODE model, almost all paired trajectories fitted perfectly. The only problematic observable involved the “combinatorial binding” notation. Further analysis suggested that activation of proteins encoded with this notation is slower than in the ODE model. These specific discrepancies should be accounted for when reactions and rate constants of ODE models are reused to construct RB models. The difference in reaction speed between the models cannot be caused by the simulation paradigm since both were run with variants of Gillespie’s SSA. This difference could simply reflect the difference in size of the rule representation compared to the reaction representation, as the more rules/reactions to activate an agent, the more events need to be executed to trigger that agent, thus slowing down its activation.

Facilitation of modification and reuse of dynamic models We used snapshots to demonstrate detailed exploration of the emerging molecular species during the simulation of an RB model. By overlaying trajectories of molecular species we enabled tracking of the source of differences between models. Emerging molecular species are relatively easy to examine and analyse. Conversely ODE models rely heavily on complete knowledge of the system and the arbitrary naming of variables. Retrieval of molecule counts, hidden in individual molecular species of the ODE model, would require further deconstruction of the reaction system and the arduous extension to much more complex models. The implicit difficulty of identifying all molecular entities arising from the molecular species in ODE models fundamentally impacts on their veracity.

The precise identification of molecules among species could be performed by parsing the SBML-based model encoding. However, exploration of the Fernandez et al. [1] model web page in the BioModels website shows incomplete annotations of molecular species behind variable names, both concerning the actual counts of interactions.
and their components. In this light, automated identification of molecules in the RB framework is particularly advantageous, as it offers a transparent framework with error-prone identification of molecules in a modelled system. This feature is particularly vital when the modelled system is composed of numerous molecules, and their particular states are to be analysed in detail.

The RB model was tested with two types of site-directed modifications, demonstrating the framework’s flexibility to reproduce experimentally conducted perturbations. Though the binding site modification effectively changed the model reaction network, it did not affect the model response. Nevertheless, this intervention demonstrated the ease of performing such alterations within the RB framework. Additionally, the pattern notation improves model clarity and provides an intuitive representation of a model akin to a set of chemical reactions rather than equations, potentially improving the learning curve for a modeller-to-be.

Limiting factor of the simulation time The execution time of stochastic model simulations in comparison to deterministic ones has always been an issue addressed by multiple optimisation strategies [80]. It is no different in the case of the two models compared here. It takes almost 40min\(^4\) to simulate this particular RB model with the KaSim simulator. The solution of the ODE model in the COPASI environment in the deterministic setting returns results in no more than 15sec. Thus, reducing simulation times for RB models remains an important challenge for use cases in which speed is critical.

Further explorations of the DARPP-32 RB model There are two main routes for further exploration of the RB model. The first one is a modification of parameters defining different phases of combinatorially bound \(\text{Ca}^{2+}\) ions to PP2B and cAMP to R2C2. A particular task would be to identify factors by which the binding constants could be modified to counteract the many intermediate variants of these complexes and the lower copies of their activated final forms. It would be interesting to identify conditions under which we could observe a difference in model dynamics after adding binding sites to DARPP-32. As a starting point, the modification could be achieved by significantly decreasing the copy number of DARPP-32 compared to other interactors. As mentioned by Fernandez et al. [1], levels of DARPP-32 vary considerably, between \(\mu\)M to tens of \(\mu\)M, in the striatum. With the greater availability of single-cell techniques for protein quantification [81] it would be worth establishing more precisely the range of DARPP-32 even at the resolution of a dendritic spine [82]. Estimating variability between cells could also be used to compare the varying levels of phosphorylated DARPP-32 at Thr34 that were observed in the stochastic simulations.

Extending the model to match evolving knowledge on the DARPP-32 interaction network So far, only early signalling events of DARPP-32 have been modelled, localised mainly in the cytosol. Thus, the Ser102 site was omitted in our model because there is no evidence that it can be affected by DA or Glu signalling [83, 84]. However, a recent study by Nishi et al. [85] suggests that Glu can decrease the effect of DA signalling (phosphorylation of three other sites) by dephosphorylating DARPP-32 at Ser102 causing the accumulation of DARPP-32 in the nucleus. The Ser102 site regulates nuclear transportation of DARPP-32 representing late signalling events. Stipanovich et al. [86] have shown that nuclear accumulation of DARPP-32 is promoted by drugs of abuse; the inclusion of Ser102 in future models could be valuable to further explore this. In addition, the results of the recent study by Nishi et al. [85] could be used to calibrate phosphorylation of the four phosphorylation sites as they were measured under the same conditions.

Need for formal prioritisation methods of emerging molecular species RB modelling offers tools for the dissection of emerging molecular species during simulations. As the number of such molecular species increases it becomes increasingly difficult to identify which model components are of particular importance to the system. There is great potential to exploit commonly used methods for model exploration, such as sensitivity analysis, to identify critical model features including parameters and model output variables. It would be advantageous to support the modeller’s assumptions with automated methods to prioritise model outputs for downstream analysis and greater insight into the underlying biological systems.

6 Conclusions Dynamic molecular modelling has become increasingly important in uncovering and integrating our dispersed knowledge of molecular mechanisms. Choosing the best formalism meet this challenge is a difficult task. In this work, we have presented a detailed and systematic comparison of two major formal approaches to quantitative modelling. We demonstrated the advantages and disadvantages of RB modelling to the preeminent ODE approach. We found RB modelling to be a more detailed and flexible way to represent biological molecular systems, enabling exploration of individual molecular entities, model extension, and future reuse. These conclusions confirm the huge potential of the RB formalism and hopefully will embolden future exploration and research in this topic.
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**List of Acronyms**

- Ca$^{2+}$: calcium ions
- cAMP: cyclic adenosine monophosphate
- DA: dopamine
- DARPP-32: dopamine- and cAMP-regulated neuronal phosphoprotein with molecular weight 32 kDa
- Glu: glutamate
- MSPN: medium spiny projection neurons
- ODE: ordinary differential equation
- PTM: post-translational modification
- RB: rule-based
- SBML: Systems Biology Markup Language
- Ser102: Serine 102
- Ser137: Serine 137
- SSA: Stochastic Simulation Algorithm
- Thr34: Threonine 34
- Thr75: Threonine 75
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1. The first step in building a kinetic model of molecular interactions is the definition of chemical reactions between molecules. These reactions describe chemical transitions between states of one reactant catalysed by the other. An arrow denotes the direction of the transformation and a doubled arrow reaction reversibility. A set of chemical reactions is denoted with a reaction diagram. Quantitative evaluation of model behaviour is achieved by converting coupled chemical reactions (simultaneously solved) to a set of ODEs. Each rate equation expresses the change of concentration of a single molecular species over time, formulated with reaction rates that directly take part in the creation and elimination of this species. On the right-hand side of the figure, a rate equation for $X_{0}$ is defined with 4 rate laws of mass action. The law of mass action states that the speed of reaction is proportional to the product of the concentrations of the reactants. Each reaction rate is weighted by a rate constant, specific to each reaction. Positive and negative signs of reaction rates denote the direction of arrows pointing respectively towards and away of $X_{0}$. Example adapted from Hlavacek et al. [17].


5. Approach to comparisons of time-series.

6. Two scenarios of binding patterns illustrate the implications of changing the number of binding sites. In the non-competitive case (A), the phosphorylation sites can bind to their respective kinases and phosphatases in the other scenario (B), only one site can connect. This leads to competition between the interactors.

7. Time-courses of the ODE model for DARPP-32 isoforms triggered by a pulse of cAMP followed by a train of Ca$^{2+}$-spikes obtained with (A) a deterministic solver, and (B) a stochastic simulation. Trajectories of the stochastic simulation were obtained from calculating mean value (line) and standard deviation (shade) based on 40 simulations. (C) RB model (stochastic simulation). Variable isoforms of DARPP-32: "D" - unphosphorylated; "D137" - Ser137 phosphorylated; "D75" - Thr75 phosphorylated; "D34" - Thr34 phosphorylated.

8. Overlaid time courses of the ODE stochastic and the RB stochastic in the baseline condition. Note that the scales on the y-axis are different to closely compare the traces of the observables. Trace colour: ODE (red), RB (black).

9. Reaction diagram of the observables showing the greatest divergence between the observables of the ODE and RB models. These observables are connected in a chain of mutually dependent activation reactions triggered by the influx of Ca$^{2+}$.

10. Comparison of variable compositions of molecular species containing Ca$^{2+}$ ions tracked in the system in both models with (B) unaltered observables; (B) all molecular species containing Ca$^{2+}$ ions selected as indicated by names in the original model and summed to obtain a single trace, where 13 molecular species in the ODE model are represented by 18 species in the RB model; (C) 13 molecular species of ODE model matched to 13 of RB model, where only 1 of 6 molecular species of inactive PP2B was selected.

11. Traces of 13 pairs of molecular species containing Ca$^{2+}$, selected to match the ODE model. The largest disparity lies in the "PP2BinactiveCa2" variable - summation result of 6 entities representing an inactive form of PP2B in the RB model.

12. Comparison of the constitutive Ser137 mutation induced in (A) ODE model in deterministic setting; (B) RB model in stochastic setting; and the Ser137/Ala mutation in (C) ODE model in deterministic setting; (D) RB model in stochastic setting; the same interference performed on rate constants of the two models caused similar dynamics.

S1. A half-active PP2B is a complex composed of PP2B and two Ca$^{2+}$ ions. The RB model simulation generates six different molecular species that represent this complex due to a combinatorial binding of Ca$^{2+}$ ions to 4 identical sites of PP2B. The plot shows superimposed trajectories of these six variants of the half-active PP2B. Neither of these six trajectories differentiates itself from others by a pattern of dynamics nor an average level of abundances.
Separated molecular species containing Ca^{2+}, selected as in the original model. The PP2Binactive trajectory of the RB model was obtained by selecting one of 6 entities representing the inactive form of PP2B in the RB model. There is still a discrepancy between the models, but the trajectory is lower for the RB model.

Comparison of two variants of the RB model in which the agent representing DARPP-32 had one binding site (oBS, red trace) and three binding sites (tBS, black trace). Overlaid trajectories of corresponding agents demonstrate no effect of this modification on the model trajectories.

Overlay of change in species counts overtime for two models where DARPP-32 can bind at a single site (oBS) and three sites (tBS) (A). The species set size is similar in both model variants. The change in the number of unique species counts is aligned with trajectories of the stimuli (B). The dynamics of complex formation are dictated by the pattern of stimulus introduction, as the greatest differences between oBS and tBS occur during stimulus application.

List of Tables

1. The specification of a model can be divided into components. The total number of elements in each component is shown for both the ODE model and the RB model.

2. The list of reactions in the Fernandez et al. [1] publication was divided into components based on more general molecular processes represented by subsets of reactions, such as phosphorylation or activation. We can closely examine reaction-rule relation by comparing models by components. The table shows the number of reaction rules versus reaction instances and a unique number of rates per model component. It is noticeable that the reduction in the number of reaction instances due to the translation of reactions into Kappa language occurred in only two model components (1. & 8.), while in two others, it resulted in an expansion of the rule number (5. & 6.).

Names of RB observables and corresponding names of ODE observables with definitions. To obtain observable ODEs, the time series of the corresponding molecular species are summed based on their names.
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<table>
<thead>
<tr>
<th>RB</th>
<th>ODE</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>cAMP*</td>
<td>cAMP*</td>
<td>cAMP binding unspecified</td>
</tr>
<tr>
<td>free_Ca*</td>
<td>free_Ca*</td>
<td>Ca$^{2+}$ unbound</td>
</tr>
<tr>
<td>all_Ca*</td>
<td>all_Ca*</td>
<td>Ca$^{2+}$ binding unspecified</td>
</tr>
<tr>
<td>PKA*</td>
<td>PKA*</td>
<td>PKA binding unspecified</td>
</tr>
<tr>
<td>CDK5*</td>
<td>CDK5*</td>
<td>CDK5 bound</td>
</tr>
<tr>
<td>CK1u*</td>
<td>CK1u*</td>
<td>CK1 unphosphorylated, binding unspecified</td>
</tr>
<tr>
<td>PP2A*</td>
<td>PP2A*</td>
<td>PP2A phosphorylated, all bindings unspecified</td>
</tr>
<tr>
<td>PP2ACa*</td>
<td>PP2ACa*</td>
<td>PP2A bound to Ca$^{2+}$, phosphorylation and other bindings unspecified</td>
</tr>
<tr>
<td>PP2C*</td>
<td>PP2C*</td>
<td>PP2C bound</td>
</tr>
<tr>
<td>PP2Bactive*</td>
<td>PP2Bactive*</td>
<td>PP2B active, binding unspecified</td>
</tr>
<tr>
<td>PDEp*</td>
<td>PDEp*</td>
<td>PDE phosphorylated, binding unspecified</td>
</tr>
<tr>
<td>D*</td>
<td>D*</td>
<td>DARPP-32 unphosphorylated at all sites, binding unspecified</td>
</tr>
<tr>
<td>D34*</td>
<td>D34*</td>
<td>DARPP-32 phosphorylated at Thr34 with unspecified binding, other sites' internal states and binding unspecified</td>
</tr>
<tr>
<td>D75*</td>
<td>D75*</td>
<td>DARPP-32 phosphorylated at Thr75 with unspecified binding, other sites' internal states and binding unspecified</td>
</tr>
<tr>
<td>D137*</td>
<td>D137*</td>
<td>DARPP-32 phosphorylated at Ser137 with unspecified binding, other sites' internal states and binding unspecified</td>
</tr>
</tbody>
</table>

Table S1: Names of RB observables and corresponding names of ODE observables with definitions. To obtain observable ODEs, the time series of the corresponding molecular species are summed based on their names.

Figure S1: A half-active PP2B is a complex composed of PP2B and two Ca$^{2+}$ ions. The RB model simulation generates six different molecular species that represent this complex due to a combinatorial binding of Ca$^{2+}$ ions to 4 identical sites of PP2B. The plot shows superimposed trajectories of these six variants of the half-active PP2B. Neither of these six trajectories differentiates itself from others by a pattern of dynamics nor an average level of abundances.
Figure S2: Separated molecular species containing Ca$^{2+}$, selected as in the original model. The "PP2BinactiveCa2" trajectory of the RB model was obtained by selecting one of 6 entities representing the inactive form of PP2B in the RB model. There is still a discrepancy between the models, but the trajectory is lower for the RB model.
Figure S3: Comparison of two variants of the RB model in which the agent representing DARPP-32 had one binding site (oBS, red trace) and three binding sites (tBS, black trace). Overlaid trajectories of corresponding agents demonstrate no effect of this modification on the model trajectories.
Figure S4: Overlay of change in species counts over time for two models where DARPP-32 can bind at a single site (oBS) and three sites (tBS) (A). The species set size is similar in both model variants. The change in the number of unique species counts is aligned with trajectories of the stimuli (B). The dynamics of complex formation are dictated by the pattern of stimulus introduction, as the greatest differences between oBS and tBS occur during stimulus application.