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Abstract

Dataset condensation aims at reducing the network training effort through condensing a cumbersome training set into a compact synthetic one. State-of-the-art approaches largely rely on learning the synthetic data by matching the gradients between the real and synthetic data batches. Despite the intuitive motivation and promising results, such gradient-based methods, by nature, easily overfit to a biased set of samples that produce dominant gradients, and thus lack a global supervision of data distribution. In this paper, we propose a novel scheme to Condense dataset by Aligning FEatures (CAFE), which explicitly attempts to preserve the real-feature distribution as well as the discriminant power of the resulting synthetic set, lending itself to strong generalization capability to various architectures. At the heart of our approach is an effective strategy to align features from the real and synthetic data across various scales, while accounting for the classification of real samples. Our scheme is further backed up by a novel dynamic bi-level optimization, which adaptively adjusts parameter updates to prevent over-/under-fitting. We validate the proposed CAFE across various datasets, and demonstrate that it generally outperforms the state of the art: on the SVHN dataset, for example, the performance gain is up to 11%. Extensive experiments and analysis verify the effectiveness and necessity of proposed designs.

1. Introduction

Deep neural networks (DNNs) have demonstrated unprecedented results in many if not all applications in computer vision [8, 20, 37, 25, 9, 22, 27, 7, 45, 43, 50, 49, 26, 36, 35, 34]. These gratifying results, nevertheless, come with costs: the training of DNNs heavily rely on the sheer amount of data, sometimes up to tens of millions of samples, which consequently requires enormous computational resources.

(a) The gradients distribution changes from an uniform to long-tailed during the training. Meanwhile, the overlap of large gradients samples are very small among different architectures.

(b) Visualizations the features distributions and synthetic images of gradient matching and CAFE with ConvNet.

Figure 1: (a) At the later training stage, most examples do not contribute meaningful gradients, making the synthetic set learned by gradient matching extremely bias towards those large-gradient samples, which downgrades its generalization to unseen architectures. (b) Compared with gradient-based method [54], the synthetic set learned by our approach effectively captures the whole distribution thus generalizes well to other network architectures.

Numerous research endeavours have, therefore, focused on alleviating the cumbersome training process through constructing small training sets [1, 13, 6, 12, 40, 29, 31, 42, 44, 46, 51]. One classic approach is known as coreset or subset selection [1, 29, 11], which aims to obtain a subset of salient data points to represent the original dataset of interest. Nevertheless, coreset selection is typically a NP-hard problem [18], making it computationally intractable over...
large-scale datasets. Most existing approaches have thus resorted to greedy algorithms with heuristics \([6, 29, 2, 47, 33]\) to speed up the process by trading-off the optimality.

Recently, dataset condensation \([38, 54]\) has emerged as a competent alternative with promising results. The goal of dataset condensation is, as its name indicates, to condense a large training set into a small synthetic one, upon which DNNs are trained and expected to preserve the performances. Along this line, the pioneering approach of \([38]\) proposed a meta-learning-based strategy; however, the nest-loop optimization precludes its scaling up to large-scale in-the-wild datasets. The work of \([54]\) alleviates this issue by enforcing the batch gradients of the synthetic samples to approach those of the original ones, which bypasses the recursive computations and achieves impressive results. The optimization of the synthetic examples is explicitly supervised by minimizing the distance between the gradients produced by the synthetic dataset and the real dataset.

However, gradient matching method has two potential problems. First, due to the memorization effect of deep neural networks \([48]\), only a small number of hard examples or noises produce dominant gradients over the network parameters. Thus, gradient matching may overlook those representative but easy samples, while overfit to those hard samples or noises. Second, these hard examples that produce large gradients may vary across different architectures; relying solely on gradients, therefore, will yield poor generalization performance to unseen architectures. The distributions of gradients and hard examples are illustrated in Fig. 1a. The synthetic data learned by gradient matching may be highly biased towards a small number of unrepresentative data points, which is illustrated in Fig. 1b.

To go beyond the learning bias and better capture the whole dataset distribution, in this paper, we propose a novel strategy to Condense dataset by Aligning FEatures, termed as CAFE. Unlike the approach of \([54]\), we account for the distribution consistency between synthetic and real datasets by applying distribution-level supervision. Our approach, through matching the features that involve all intermediary layers, expands the attention across all samples and hence provides a much more comprehensive characterization of the distribution while avoiding over-fitting on hard or noisy samples. Such distribution-level supervision will, in turn, endow CAFE with stronger generalization power than gradient-based methods, since the hard examples may easily vary across different architectures.

Specifically, we impose two complementary losses into the objective of CAFE. The first one concerns capturing the data distribution, in which the layer-wise alignment between the features of the real and synthetic samples is enforced and further the distribution is preserved. The second loss, on the other hand, concerns discrimination. Intuitively, the learned synthetic samples from one class should well represent the corresponding clusters of the real samples. Hence, we may treat each real sample as a testing sample, and classify it based on its affinity to the synthetic clusters. Our second loss is then defined upon the classification result of the real samples, which, effectively, injects the discriminant capabilities into the synthetic samples.

The proposed CAFE is further backed up by a novel bi-level optimization scheme, which allows our network and synthetic data to be updated through a customized number of SGD steps. Such a dynamic optimization strategy, in practice, largely alleviates the under- and over-fitting issues of prior methods. We conduct experiments on several popular benchmarks and demonstrate that, the results yielded by CAFE are significantly superior to the state of the art: on the SVHN dataset, for example, our method outperforms the runner-up by 11% when learning 1 image/class synthetic set. We also especially prove that synthetic set learned by our method has better generalization ability than that learned by \([54]\).

In summary, our contribution is a novel and effective approach for condensing datasets, achieved through aligning layer-wise features between the real and synthetic data, and meanwhile explicitly encoding the discriminant power into the synthetic clusters. In addition, a new bi-level optimization scheme is introduced, so as to adaptively alter the number of SGD steps. These strategies jointly enable the proposed CAFE to well characterize the distribution of the original samples, yielding state-of-the-art performances with strong generalization and robustness across various learning settings.

2. Related Work

**Dataset Condensation.** Several methods have been proposed to improve the performance, scalability and efficiency of dataset condensation. Based on the meta-learning method proposed in \([38]\), some works \([4, 24]\) try to simplify the inner-loop optimization of a classification model by training with ridge regression which has a closed-form solution. \([32]\) trains a generative network to produce the synthetic set. The generative network is trained using the same objective as \([38]\). To improve the data efficiency of \([54]\), differentiable Siamese augmentation is proposed in \([52]\). They enable the synthetic data train neural networks with data augmentation effectively.

A recent work \([53]\) also learns synthetic set with feature distribution matching. Our method is different from it in three main aspects: 1) we match layer-wise features while \([53]\) only uses final-layer features; 2) we further explicitly enable the synthetic images to be discriminative as the classifier \((i.e., \text{Sec. 3.3})\); 3) our method includes a dynamic bi-level optimization which can boost the performance with adaptive SGD steps, while \([53]\) tries to reduce the training cost by dropping the bi-level optimization.
Coreset Selection. The classic technique to condense the training set size is coreset or subset selection [1, 6, 14, 39]. Most of these methods incrementally select important data points based on heuristic selection criteria. For example, [29] selects data points that can approach the cluster centers. [2] tries to maximize the diversity of samples in the gradient space. [33] measures the forgetfulness of trained samples during network training and drops those that are not easy to forget. However, these heuristic selection criteria cannot ensure that the selected subset is optimal for training models, especially for deep neural networks. In addition, greedy sample selection algorithms are unable to guarantee that the selected subset is optimal to satisfy the criterion.

Generative Models Our work is also closely related to generative model such as auto-encoder [17] and generative adversarial networks (GANs) [15, 23]. The difference is that image generation aims to synthesize real-looking images that can fool human beings, while our goal is to generate informative training samples that can be used to train deep neural networks more efficiently. As shown in [54], concerning training models, the efficiency of these images generated by GANs closes to that of randomly sampled real images. In contrast, our method can synthesize better training images that significantly outperform those selected real images in terms of model training.

3. Method

In this section, we first briefly overview the proposed CAFE. Then, we introduce three carefully designed modules: layer-wise feature alignment module, discrimination loss, and dynamic bi-level optimization module.

3.1. Overview

Dataset condensation aims to condense a large-scale dataset \( \mathcal{T} = \{(x_i, y_i)\}_{i=1}^{|\mathcal{T}|} \) into small (synthetic) dataset \( \mathcal{S} = \{(s_j, y_j)\}_{j=1}^{|\mathcal{S}|} \) while achieving similar generalization performance. Fig. 2 illustrates the proposed method. First, we sample two data batches from the large-scale dataset \( \mathcal{T} \) and the learnable synthetic set \( \mathcal{S} \) respectively, and then extract the features using neural network \( \phi(\cdot) \) which is parameterized with \( \theta \). To capture the distribution of \( \mathcal{T} \) accurately, layer-wise feature alignment module is designed, in which we minimize the difference of layer-wise feature maps of real and synthetic images using Mean Square Error (MSE). To enable learning discriminative synthetic images, we use the feature centers of synthetic images of each class to classify the real images by computing their inner-product and cross-entropy loss. The synthetic images are updated by minimizing the above two losses, which is the outer-loop. Then, we update the network \( \phi(\cdot) \) by minimizing the cross-entropy loss on synthetic images, which is the inner-loop. The synthetic images and network are alternatively using a novel dynamic bi-level optimization algorithm which avoids the over- or under-fitting on synthetic dataset and breaks the outer- and inner-loop automatically.

3.2. Layer-wise Features Alignment

As mentioned above, previous works [54, 52] compare the differences of gradients between real and synthetic data. Such objective produces samples with large gradients, but these samples fail to capture the distribution of the original dataset (illustrated in Fig. 5). Thus, it may have poor performance when generalizing to unseen architectures. To tackle this issue, we design Category-Wise Feature Averaging (CWFA), illustrated in Fig. 2, to measure the feature difference between \( \mathcal{T} \) and \( \mathcal{S} \) at each convolutional layer. Specifically, we sample a batch of real data \( \mathcal{T}_k \) and synthetic data \( \mathcal{S}_k \) with the same label \( k \) and the batch size \( N \) and \( M \), from \( \mathcal{T} \) and \( \mathcal{S} \) respectively. We embed each real and synthetic datum using network \( \phi(\cdot) \) with \( L \) layers (except the output layer) and obtain the layer-wise features \( \mathbf{F}^T_k = [f^T_{k,1}, f^T_{k,2}, \ldots, f^T_{k,L}] = \phi(\mathcal{T}_k) \) and \( \mathbf{F}^S_k = [f^S_{k,1}, f^S_{k,2}, \ldots, f^S_{k,L}] = \phi(\mathcal{S}_k) \). The \( l \)th layer feature \( f^T_{k,l} \in \mathbb{R}^{N \times C'} \) is reduced to \( f^T_{k,l} \in \mathbb{R}^{1 \times C'} \) by averaging the \( N \) samples in the real data batch, where \( C' = C \times H \times W \) and it refers to the feature size of corresponding layer. Similarly, we obtain \( f^S_{k,l} \) for synthetic data batch.

Then, MSE is applied to calculate the feature distribution matching loss \( L_1 \) for every layer, which is formulated as

\[
L_1 = \sum_{k=1}^{K} \sum_{l=1}^{L} |f^S_{k,l} - f^T_{k,l}|^2,
\]

(1)

where \( K \) is the number of categories in a dataset.

3.3. Discrimination Loss

Though the layer-wise feature alignment can capture the distribution of original dataset, it may overlook the discriminative sample mining. We hold the view that an informative synthetic set could be used as a classifier to classify real samples. Based on this, we calculate the classification loss in the last-layer feature space. We obtain the synthetic feature center \( \bar{f}^S_{k,L} \in \mathbb{R}^{1 \times C'} \) of each category \( k \) by averaging the batch. We concatenate the feature centers \( \bar{F}^S_L = [\bar{f}^S_{1,L}, \bar{f}^S_{2,L}, \ldots, \bar{f}^S_{K,L}] \) and also real data \( \bar{F}^T_L = [f^T_{1,L}, f^T_{2,L}, \ldots, f^T_{K,L}] \) from all classes. The real data is classified using the inner-product between real data and the synthetic centers

\[
O = \left\langle \bar{F}^T_L, (\bar{F}^S_L)^T \right\rangle,
\]

(2)
Layer-wise Feature Alignment Module
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3.4. Dynamic Bi-level Optimization

Similar to previous work [38, 54], we also learn the synthetic set with a bi-level optimization, in which the synthetic set \( S \) is updated using Eq. 5 in the outer-loop and network parameters \( \theta \) is updated using

\[
\theta \leftarrow \arg \min_{\theta} J(S, \theta)
\]

in the inner-loop alternatively. \( J(S, \theta) \) calculates the cross-entropy classification loss on the synthetic set \( S \). In this way, the synthetic set can be trained on many different \( \theta \) so that it can generalize to them. We initialize \( S \) and \( \theta \) from random noise and standard network random initialization [16]. Previous work [54, 52] sets a fixed number of outer-loop and inner-loop optimization steps, which takes too much time to adjust the hyper-parameters and may lead to networks’ over- or under-fitting on synthetic set. To address these issues, we design a new bi-level optimization algorithm that can break the outer- and inner-loop automatically. Fig. 2 illustrates the proposed dynamic bi-level optimization module. To monitor the changing of network parameters \( \theta \), we randomly sample some images from real training set as a query set to evaluate the network. Then, a queue \( Q \) is used to store the performance on the query set. We expect to learn synthetic data on more diverse network parameters. Hence, we sample inner-loop networks to optimize synthetic images when remarkable performance improvement is achieved on the query set. The optimization will be stopped when the performance on the query set is converged. \( \lambda_1 \) and \( \lambda_2 \) are two hyper parameters of dynamic bi-level optimization. We implement ablation study to show that the performance is not sensitive to \( \lambda_1 \) and \( \lambda_2 \). The train-
4. Experiments

In this section, we first introduce the used datasets and implementation details. Then, we compare the proposed method to the state-of-the-art methods. After that, we conduct sufficient ablation studies to analyze the significant components and the influence of hyper parameters. Finally, the visualizations of synthetic images and feature distributions are provided to show the superiority of our CAFE.

4.1. Datasets & Implementation Details

**MNIST [21].** The MNIST is a handwritten digits dataset that is commonly used for validating image recognition models. It contains 60,000 training images and 10,000 testing images with the size of 28×28.

**FashionMNIST [41].** FashionMNIST is a dataset of Zalando’s article images, consisting of a training set of 60,000 examples and a test set of 10,000 examples. Each example is a 28×28 gray-scale image, associated with a label from 10 classes.

**SVHN [30].** SVHN is a real-world image dataset for developing machine learning and object recognition algorithms. It consists of over 600,000 digit images coming from real world data. The images are cropped to 32×32.

**CIFAR10/100 [19].** The two CIFAR datasets consist of tiny colored natural images with the size of 32×32 from 10 and 100 categories, respectively. In each dataset, 50,000 images are used for training and 10,000 images for testing.

**Implementation Details.** We present the experiment details of the outer-loop and inner-loop, respectively. In outer-loop, we optimize 1/10/50 Images Per Class (IPC) synthetic sets for all the five datasets using three-layer Convolutional Network (ConvNet) as same as [54]. The ConvNet includes three repeated “Conv-InstNorm-ReLU-AvgPool” blocks. The channel number of each convolutional layer is 128. The initial learning rate of synthetic images is 0.1, which is divided by 2 in 1,200, 1,400, and 1,800 iterations. We stop training in 2,000 iterations. For inner-loop, we train the ConvNet on synthetic sets for 300 epochs and evaluate the performances on 20 randomly initialized networks. The initial learning rate of network is 0.01. Following [54], we perform 5 experiments and report the mean and standard deviation on 100 networks. The default $N$ is 256, $\lambda_1$ is 0.05 and $\lambda_2$ is 0.05. We assess the sensitiveness of $\lambda_1$ and $\lambda_2$ in the Sec. 4.3.

4.2. Comparison to the State-of-the-art Methods

We compare our method to four coreset selection methods, namely Random [6, 28], Herding [5, 3], K-Center [10, 29] and Forgetting [33]. We also make comparisons to recent state-of-the-art condensation methods, namely Dataset Distillation (DD) [38], LD [4], Dataset Condensation (DC) [54] and DSA (adding differentiable Siamese augmentation for DC) [52]. We report the performances of our method and competitors on five datasets in Tab. 1. When learning 1 image per class, our method achieves the best results on all the 5 datasets. In particular, the improvements on SVHN and FashionMNIST are 11% and 6.5% over other methods. Condensation-based methods outperforms than coreset selection methods with a large margin. Among coreset selection methods, Herding and K-Center outperform Random and Forgetting with a large margin. When learning 10 and 50 images/class, the performance of our method exceeds DC with 0.7%~2.6% on most datasets. Compared with DSA, Our CAFE+DSA achieves comparable results with DSA on most datasets on CIFAR10/100. For 50 images/class learning on CIFAR10, our CAFE+DSA outperforms DSA by 1.7%.
Jointly using DL and LFA independently means the importance of samples but ignores the distribution consistency with real images. The result of using LFA individually outperforms DL and Dynamic Bi-level Opt. are complementary with each other. Coreset Selection and recent state-of-the-art methods. This table shows the testing accuracies (%) of different methods on five datasets. LD\textsuperscript{†} and DD\textsuperscript{†} use LeNet for MNIST and AlexNet for CIFAR10, while the rest use ConvNet for training and testing. IPC: Images Per Class, Ratio (%): the ratio of condensed images to whole training set.

<table>
<thead>
<tr>
<th>IPC</th>
<th>Ratio %</th>
<th>Coreset Selection</th>
<th>Condensation</th>
<th>Whole Dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Random</td>
<td>Herding</td>
<td>K-Center</td>
</tr>
<tr>
<td>MNIST</td>
<td>1 0.017</td>
<td>64.9±3.5</td>
<td>89.2±1.6</td>
<td>89.3±1.5</td>
</tr>
<tr>
<td>10 0.17</td>
<td>95.1±0.9</td>
<td>93.7±0.3</td>
<td>84.4±1.7</td>
<td>86.8±3.3</td>
</tr>
<tr>
<td>50 0.83</td>
<td>97.9±0.2</td>
<td>94.8±0.2</td>
<td>97.4±0.3</td>
<td>88.2±1.2</td>
</tr>
<tr>
<td>FashionMNIST</td>
<td>1 0.017</td>
<td>51.4±3.8</td>
<td>67.0±1.9</td>
<td>66.9±1.8</td>
</tr>
<tr>
<td>10 0.17</td>
<td>73.8±0.7</td>
<td>71.1±0.7</td>
<td>54.7±1.5</td>
<td>53.9±2.0</td>
</tr>
<tr>
<td>50 0.83</td>
<td>82.5±0.7</td>
<td>71.9±0.8</td>
<td>68.3±0.8</td>
<td>55.0±1.1</td>
</tr>
<tr>
<td>SVHN</td>
<td>1 0.014</td>
<td>14.6±1.6</td>
<td>20.9±1.3</td>
<td>21.0±1.5</td>
</tr>
<tr>
<td>10 0.14</td>
<td>35.1±4.1</td>
<td>50.5±3.3</td>
<td>14.0±1.3</td>
<td>16.5±1.2</td>
</tr>
<tr>
<td>50 0.7</td>
<td>70.9±0.9</td>
<td>72.6±0.8</td>
<td>20.1±4.8</td>
<td>27.2±1.5</td>
</tr>
<tr>
<td>CIFAR10</td>
<td>1 0.02</td>
<td>14.4±2.0</td>
<td>21.5±1.2</td>
<td>21.5±1.3</td>
</tr>
<tr>
<td>10 0.2</td>
<td>26.0±1.2</td>
<td>31.6±0.7</td>
<td>14.7±0.9</td>
<td>23.3±1.0</td>
</tr>
<tr>
<td>50 1</td>
<td>43.4±10.0</td>
<td>40.4±0.6</td>
<td>27.0±14.4</td>
<td>23.3±1.1</td>
</tr>
<tr>
<td>CIFAR100</td>
<td>1 0.2</td>
<td>4.2±0.3</td>
<td>8.4±0.3</td>
<td>8.3±0.3</td>
</tr>
<tr>
<td>10 2</td>
<td>14.6±5.0</td>
<td>17.3±0.3</td>
<td>7.1±0.2</td>
<td>9.8±0.2</td>
</tr>
<tr>
<td>50 10</td>
<td>30.0±0.4</td>
<td>33.7±0.5</td>
<td>30.5±0.3</td>
<td>-</td>
</tr>
</tbody>
</table>

4.3. Ablation Studies

In this subsection, we study ablations using CIFAR10 (IPC = 50) to investigate the effectiveness of each module and the influence of the hyper parameters.

Evaluation of the three components in CAFE. To evaluate the effect of each component in our method, we design ablation studies of Discrimination Loss (DL), Layer-wise Feature Alignment (LFA) and Dynamic Bi-level Optimization on CIFAR10. As shown in Tab. 2, DL, LFA and Dynamic Bi-level Opt. are complementary with each other. CAFE performs poorly when using DL individually (49.78%), as DL focuses more on classifying the real samples but ignores the distribution consistency with real images. The result of using LFA individually outperforms DL with 4.18%, which implies considering of distribution consistency is more important for dataset condensation. However, utilizing LFA independently means the importance of all the images in real dataset are equal, which may overlook the information from discriminative samples (i.e. samples nearby the decision boundaries). Jointly using DL and LFA can obtain better result than using DC on CIFAR10 testing set. Adding the Dynamic Bi-level Opt. can further improve the performance of DL and LFA, which indicates breaking out-/inner-looper automatically can reduce the over-/under-fitting effectively. Using these three components together achieves the best result. To understand the effect of DL and LFA more intuitively, we also visualize the synthetic images feature distributions of using DL or LFA independently in Sec. 4.4.

<table>
<thead>
<tr>
<th>DL</th>
<th>LFA</th>
<th>Dynamic Bi-level Opt.</th>
<th>Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>49.78</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>53.96</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>54.53</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>50.92</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>54.98</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>55.50</td>
</tr>
</tbody>
</table>

4.3. Ablation Studies

In this subsection, we study ablations using CIFAR10 (IPC = 50) to investigate the effectiveness of each module and the influence of the hyper parameters.

Evaluation of the three components in CAFE. To explore the effect of each component in our method, we design ablation studies of Discrimination Loss (DL), Layer-wise Feature Alignment (LFA) and Dynamic Bi-level Optimization on CIFAR10. As shown in Tab. 2, DL, LFA and Dynamic Bi-level Opt. are complementary with each other. CAFE performs poorly when using DL individually (49.78%), as DL focuses more on classifying the real samples but ignores the distribution consistency with real images. The result of using LFA individually outperforms DL with 4.18%, which implies considering of distribution consistency is more important for dataset condensation. However, utilizing LFA independently means the importance of all the images in real dataset are equal, which may overlook the information from discriminative samples (i.e. samples nearby the decision boundaries). Jointly using DL and LFA can obtain better result than using DC on CIFAR10 testing set. Adding the Dynamic Bi-level Opt. can further improve the performance of DL and LFA, which indicates breaking out-/inner-looper automatically can reduce the over-/under-fitting effectively. Using these three components together achieves the best result. To understand the effect of DL and LFA more intuitively, we also visualize the synthetic images feature distributions of using DL or LFA independently in Sec. 4.4.

<table>
<thead>
<tr>
<th>Layer1</th>
<th>Layer2</th>
<th>Layer3</th>
<th>Layer4</th>
<th>Performance+/DL</th>
</tr>
</thead>
<tbody>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>50.74/52.78</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>43.45/49.30</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>44.52/49.08</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>51.30/52.05</td>
</tr>
</tbody>
</table>

Exploring the importance of layer-wise feature alignment in each layer. To investigate the importance of feature alignment, we apply the feature alignment operation to each layer individually. As shown in Tab. 3, the performances of different layers vary remarkably. Applying feature alignment operation in layer1 or layer4 obtains better results than in layer2 or layer3, as the supervision in layer2 or layer3 is far from the input and output layers. Applying feature alignment in each layer individually can not obtain promising results. To demonstrate the effectiveness of DL in each layer, we also show the results of adding DL loss. The addition of DL can consistently improve the per-
performances in all layers.

Table 4: Evaluation of complementarity of layer-wise feature alignment. The indexes of layers are same as Tab. 3.

<table>
<thead>
<tr>
<th>Layer1</th>
<th>Layer2</th>
<th>Layer3</th>
<th>Layer4</th>
<th>Performance/+DL</th>
</tr>
</thead>
<tbody>
<tr>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td>50.74/52.78</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td>51.27/53.28</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>53.16/53.96</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>54.98/55.50</td>
</tr>
</tbody>
</table>

Exploring the complementarity of layer-wise feature alignment among all layers. After evaluating the importance of the LFA in each layer, exploring the complementarity of LFA in all layers is also very important. We first utilize the feature alignment in the layer 1 to update the synthetic images. Then, we apply the same feature alignment to other layers (i.e., layer 2, layer 3, layer 4). Here, we also consider the effect of DL and report the results with and without using DL in Tab. 4. When adding feature alignment to more layers, the performances on testing set become better. Meanwhile, the DL can further improve the performance in all cases. Specifically, the performance difference between using LFA in all layers and using in the first layer is about 4% (w/o DL) and 3% (with DL). The average performance boost of adding each layer is about 1% (w/o DL) and 0.7% (with DL), which indicates the strong complementarity of layer-wise feature alignment in all layers.

Evaluation of $\lambda_1$ and $\lambda_2$. $\lambda_1$ and $\lambda_2$ are the thresholds to control whether break the out-looper and inner-looper or not. As shown in Fig. 3a and 3b, we study different values of $\lambda_1$ and $\lambda_2$ ranging from 0.01 to 0.08. Our default $\lambda_1 = 0.05$ and $\lambda_2 = 0.05$ achieve the best results, which outperforms DC 1.6%. For out-looper, too large $\lambda_1$ may reduce the iterations of updating the synthetic images, which leads to the worse results. Too small $\lambda_1$ increases the optimization difficulties and even makes the model unable to break the out-looper normally. As for inner-looper, the model diversity is not large enough when $\lambda_2$ is too small, whereas it would be tricky to break the inner-looper when $\lambda_2$ is very large. Furthermore, it is worth noting that our method outperforms DC with a large margin at almost all settings. Meanwhile, the performance is not sensitive to $\lambda_1$ and $\lambda_2$.

Evaluation of the ratio $\beta$. In Fig. 3c, we evaluate the effect of different ratios between the $L_1$ and $L_2$. We find that setting equal weight for each loss achieves the best results. The performance gets promoted as $\beta$ increase from 0.1 to 1, while increasing the weight of $L_2$ from 1 to 10 dramatically degrades performance.

Evaluation of $\gamma$ and the training time. $\gamma$ is hyper parameter of the maximum length of queues in dynamic bi-level optimization. We show the performances and training time of different $\gamma$ in Tab. 5. One can find the default $\gamma = 10$ achieves the best result and requires less time than DC. Too small and too large $\gamma$ may lead to under- or over-fitting.

Table 5: Evaluation of $\gamma$ and the training time.

<table>
<thead>
<tr>
<th>$\gamma$</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>DC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy (%)</td>
<td>53.16</td>
<td>55.50</td>
<td>54.10</td>
<td>53.63</td>
<td>53.9</td>
</tr>
<tr>
<td>Time (minutes)</td>
<td>$\approx$ 117</td>
<td>$\approx$ 367</td>
<td>$\approx$ 463</td>
<td>$\approx$ 463</td>
<td>$\approx$ 460</td>
</tr>
</tbody>
</table>

Evaluation of the generalization to unseen architectures

To evaluate the generalization ability of synthetic data on unseen architectures, we first condense CIFAR10 dataset with ConvNet to generate synthetic images. Then, we train different architectures, including AlexNet, VGG11, ResNet18, and MLP (3 layers), on the synthetic images. As shown in Tab. 6, our method achieves better generalization performance than DC obviously. Specifically, our method outperforms DC with 5.25%, 1.79%, 4.42%, and 7.96% when testing on AlexNet, VGG11, ResNet18, and MLP (3 layers).

Table 6: The testing performance (%) on unseen architectures. The 50 IPC synthetic set is learned on one architecture (C), and then tested on another architecture (T).

<table>
<thead>
<tr>
<th>$C$ \ $T$</th>
<th>ConvNet</th>
<th>AlexNet</th>
<th>VGG11</th>
<th>ResNet18</th>
<th>MLP</th>
</tr>
</thead>
<tbody>
<tr>
<td>DC</td>
<td>53.9±0.5</td>
<td>28.77±0.7</td>
<td>38.76±1.1</td>
<td>20.85±1.0</td>
<td>28.71±0.7</td>
</tr>
<tr>
<td>CAFE</td>
<td>55.50±0.4</td>
<td>34.02±0.6</td>
<td>40.55±0.8</td>
<td>25.27±0.9</td>
<td>36.67±0.6</td>
</tr>
</tbody>
</table>

4.4. Visualizations

In this subsection, we visualize the synthetic images as well as data distribution to show the effectiveness of our proposed CAFE.

Synthetic images. To make fair comparison, the synthetic set is initialized by the same random noise (IPC = 50). After that, we apply DC and CAFE to optimize the synthetic set on CIFAR10 dataset. Finally, the partial (only show 10 images per class) optimized synthetic images and original images of CIFAR10 are shown in Fig. 4. There are several observations can be summarized as follows: 1). It is easy to find that the synthetic images generated by our method is more visually similar to original CIFAR10 images than DC. 2). The synthetic images have more semantic information than DC, which illustrates the effectiveness of LFA and DL modules. 3). A certain ratio of images generated by DC are
Figure 3: $\lambda_1$ and $\lambda_2$ are the hyper parameters in dynamic bi-level optimization module. $\beta$ is the ratio between $L_f$ and $L_d$.

Figure 4: Visualizations of original images, and synthetic images using CAFE and DC. Both CAFE and DC are initialized from random noise.

Figure 5: The data distribution of real images and synthetic images learned by DC [54], DL, LFA, and CAFE for one category in CIFAR10.

Data distribution. To evaluate whether the synthetic images using our method can capture more accurate distribution from original dataset, we utilize t-SNE to visualize the features of real set and synthetic sets generated by DC, DL, LFA and CAFE. As shown in Fig. 5, the “points” and “stars” represent the real and synthetic features. The synthetic images of DC gather around a small area of decision boundary, which indicates using DC can not capture the original distribution well. Our methods DL, LFA, and CAFE effectively capture useful information across the whole real dataset, which possesses a good generalization among different CNN architectures.

5. Conclusion

In this work, we propose a novel scheme to Condense dataset by Aligning FEatures (CAFE), which explicitly attempts to preserve the real-feature distribution as well as the discriminant power of the resulting synthetic data, lending itself to strong generalization capability to unseen architectures. The CAFE consists of three carefully designed modules, namely layer-wise feature alignment module, discrimination loss, and dynamic bi-level optimization module. The feature alignment module and discrimination loss con-
cern capturing distribution consistency between synthetic and real sets, while bi-level optimization enables CAFE to learn customized SGD steps to avoid over-/under-fitting. Experimental results across various datasets demonstrate that, CAFE consistently outperforms the state of the art with less computation cost, making it readily applicable to in-the-wild scenarios. As the future work, we plan to explore the use of dataset condensation on more challenging datasets such as ImageNet [8].
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