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Abstract—Real-time, non-destructive and label-free imaging of 3-D cell culture process using miniature Electrical Impedance Tomography (mEIT) is an emerging topic in tissue engineering. Image reconstruction of mEIT for cell culture is challenging due to weak sensing signals and increased sensitivity to sensor imperfection. Conventional regularization based image reconstruction methods can not always achieve satisfactory performance in terms of image quality and computational efficiency for this particular setup. Recent advances of deep learning have pointed out a promising alternative. However, with a single neural network, it is still difficult to reconstruct multiple objects with varying conductivity levels, which cases are widespread in the application of cell imaging. Aiming at this challenge, in this paper we propose a deep learning and group sparsity regularization based hybrid algorithm for cell imaging with mEIT. A deep neural network is proposed to estimate the structural information in form of binary masks given the limited amount of data sets. Then the structural information is encoded in group sparsity regularization to obtain the final estimation of conductivity. The proposed approach is validated by both simulation and experimental data on MCF-7 human breast cancer cell aggregates, which demonstrates its superior performance and generalization ability compared with a number of existing algorithms.

Index Terms—cell imaging, deep learning, electrical impedance tomography, hybrid learning, image reconstruction

I. INTRODUCTION

RAPID imaging of 3-D cell culture processes [1] in a label-free, non-destructive manner is becoming increasingly attractive in tissue engineering, especially for drug discovery and long-term biological behavior monitoring. Electrical Impedance Tomography (EIT) is a tomographic modality which visualizes the cross-section conductivity distribution by injecting currents and measuring induced voltages at the boundary electrodes of its sensing region [2]. EIT has appealing properties of non-destructiveness, low cost, portability, radiation-free measurement and real-time imaging capability. In the past decades, EIT has been extensively investigated for biomedical imaging, such as functional lung imaging [3], breast cancer detection [4], [5] and brain imaging [6], [7], etc. Recently, EIT has exhibited great potential in the field of tissue engineering. Emerging applications include cell culture imaging [8], [9], cell-drug response imaging [10], cell growth and viability assessment [11], monitoring of single cell mitosis [12], and tissue electroproporation imaging [13]. Among these applications, cell imaging with EIT has been particularly challenging in solving the EIT-image-reconstruction problem. The trend of sensor micro-miniaturization in cell imaging [8]–[10] has led to much weaker measurement signals and increased sensitivity to sensor imperfection, which requires to improve spatial resolution and obtain robust, high-quality image reconstruction. In addition, the need to process large amount of sensing data sequences in real-time for cell imaging suggests that high computational efficiency is preferable.

As a typical inverse problem, EIT image reconstruction in essence suffers from nonlinearity, under-determination and ill-posedness. Existing approaches commonly employ regularization to stabilize their solutions. Some prevailing regularization methods include Tikhonov regularization [14], Total Variation (TV) regularization [15], sparsity (or \( l_1 \)) regularization [16], [17] and its variety [18], etc. Particularly, 3-D TV and \( l_1 \) joint regularization was previously proposed by the authors for 3-D cell culture imaging [9]. Recently, novel image reconstruction approaches from statistical perspectives have stimulated new insights to solve this problem. Examples include Structure-Aware Sparse Bayesian Learning (SA-SBL) for 2D EIT image reconstruction [19] and its extended version to deal with 3-D geometries [20]. Whilst time-consuming, results of these methods suggest that introducing structural sparsity information as priori knowledge leads to significant improvement of image quality. Despite the remarkable progress of these state-of-the-art algorithms, further improvements are still in demand in terms of spatial resolution, noise resistance performance and computational efficiency in order to facilitate high-quality cell imaging with the miniature EIT (mEIT) setup.

Data-driven or learning-based methods recently have become a new frontier for tomographic image reconstruction, particularly for mature medical imaging modalities [21]. Although these methods rely heavily on the quality and availability of training data sets and can have a considerable training time, the significant improvement in image quality and fast inference capability contribute to their growing popularity. Existing learning-based image reconstruction algorithms for Computed Tomography (CT), Positron Emission Tomography (PET), Magnetic Resonance Imaging (MRI), and Photoacoustic Tomography [21] can be generally classified as (a) image domain learning, which mainly removes artifacts of post-reconstructed images [22], (b) data domain learning, a more aggressive strategy that directly maps measurement data to images [23], (c) hybrid methods, which uses machine learning to provide image prior [24], and (d) end-to-end workflows, where image reconstruction and analysis are trained jointly [25]. In the field of electrical tomography, Zheng et al. [26]
proposed an auto-encoder structure and Tan et al. [27] developed a LeNet-like network to reconstruct image for electrical tomography. Hu et al. [28] introduced a Convolutional Neural Network (CNN) to map directly the measurement data to conductivity distribution, while further taking into account the geometrical structure of EIT sensors. These methods utilize data domain learning structure and demonstrate the superiority of deep learning methods over conventional image reconstruction methods. However, a significant limitation of these work is that only single-level (or binary) conductivity/permittivity changes are investigated, which is far from the practical scenarios with multi-level conductivity/permittivity distributions.

In this paper, we target to address this more challenging multi-level EIT image reconstruction problem that is frequently encountered in cell imaging. The main contribution of this work lies in the development of a novel Deep Neural Network (DNN) and physical model based hybrid image reconstruction framework for effective recovering of multi-level conductivity distributions. As it is very challenging to estimate continuous, multi-level conductivity changes by using a single neural network with limited training data, we split the problem into two sub-tasks, i.e. DNN based structural information estimation and physical model based conductivity prediction. Some recent work [29], [30] has demonstrated the success of combining DNN with the physical EIT model, where DNNs implement post-processing to remove artefacts of the initial low quality images generated from physical model based reconstruction. Differently, in the proposed framework, we first leverage DNN to predict binary structural information, and then determine the conductivity in a continuous manner using regularization. We establish a DNN named FC-UNet to identify binary structural information, i.e. position and geographical shape of each object within the sensing region. The structural information is then encoded into Group Sparsity (GS) regularization [18], an iterative framework utilizing the structural information as constraint, to further estimate the conductivity levels of each object. The framework is named as DL-GS and we demonstrate its effectiveness and superiority based on phantom simulation and real-world data on MCF-7 breast cancer cell aggregates.

This paper is organized as follows. Section II introduces the principle of EIT and the DL-GS framework. Section III presents the experimental setup. Section IV demonstrates results based on simulation data and cell data. Finally, Section V draws conclusions and discusses future work.

II. METHODOLOGY

A. Principle of EIT

EIT-image-reconstruction problem is to estimate the conductivity distribution within a sensing region by means of injecting currents and measuring the induced boundary voltage differences. In general, EIT measurements could be modeled by the prevailing Complete Electrode Model (CEM) under certain assumptions [31]. The relationship between conductivity distribution, i.e. $\sigma \in \mathbb{R}^n$, and voltage measurements, i.e. $V \in \mathbb{R}^m$, is in essence non-linear, and can be generally expressed as

$$ V = F(\sigma) $$

In practice, the linearized format of (1) is commonly adopted, which assumes a perturbation of conductivity distribution, i.e. $\Delta \sigma \in \mathbb{R}^n$, and considers its relationship with the change of induced boundary voltages, i.e. $\Delta V \in \mathbb{R}^m$. The linearized EIT model is given by

$$ \Delta V = J \Delta \sigma $$

where $J \in \mathbb{R}^{m \times n}$ donates the Jacobian matrix (also known as the sensitivity matrix). The sensitivity at the $k^{th}$ pixel of the sensing region is calculated by

$$ J_{ij}(k) = \frac{\partial V_{ij}}{\partial \sigma_k} = -\int_{\text{pixel } k} \nabla \mathbf{u}(I_i) \cdot \nabla \mathbf{u}(I_j) dV $$

where $\nabla \mathbf{u}(I_i)$ and $\nabla \mathbf{u}(I_j)$ are gradients of the potential fields $\mathbf{u}$, when the current is injected into the $i^{th}$ and $j^{th}$ electrode pairs, respectively.

Conventionally, the EIT image reconstruction problem based on (2) can be formulated as the following constrained problem:

$$ \begin{align*}
\min \mathcal{R}(\Delta \sigma) \\
\text{s.t. } J \Delta \sigma = \Delta V
\end{align*} $$

where $\mathcal{R}$ denotes the regularization function, which integrates the prior knowledge of $\Delta \sigma$ to avoid outliers in estimation.

B. DL-GS Framework

Fig. 1 presents the schematic illustration of the proposed DL-GS framework, where the input is boundary voltage measurement, and the output is conductivity. We first construct a deep convolutional neural network to estimate the conductivity distribution with input of voltage measurement. This network focuses on distinguishing inclusions from background substances and results are presented in a binary format. To train the network, we establish a training data set with multi-level conductivity distributions by finite element modelling with COMSOL Multiphysics (see details in Section III-A). The binary result is then fed into a group index encoder, which generates a pixel grouping index vector depicting the underlying structural information of the conductivity [18]. As prior knowledge, the structural information is finally integrated into Group Sparsity (GS) regularization to estimate conductivity values in a continuous manner.

1) Network Architecture: The objective of the neural network is to predict the positions and shapes of all possible objects, given the boundary voltage measurement. The neural network consists of a Fully Connected (FC) layer and a UNet [32] (see Fig. 2), therefore it is named as FC-UNet. In our previously reported Adaptive Group Sparsity (AGS) algorithm [18], the estimation of the positions and shapes of objects was achieved by a one-step Gaussian Newton solver with Laplacian regularization [33]. This method is limited in that the results are coarse and sensitive to noise, which poses a challenge to determine the boundary of objects accurately. In contrast,
the proposed FC-UNet is designed to enable faster and more accurate predictions.

As illustrated in Fig. 2, in FC-UNet, we first introduce a FC layer followed by a ReLU layer to implement an initial estimate of the conductivity distribution. A UNet-like architecture, which was proposed especially for biomedical image segmentation [32], is employed afterwards to denoise the output of the FC layer. The main architecture of UNet is a typical auto-encoder, which maps an image to a low-dimension tensor and then reconstructs it back to an image. The contraction on the left hand side comprises a stack of convolutional and max pooling layers. It applies two $3 \times 3$ convolutional layers with a $2 \times 2$ max pooling in each step whereas the layer at the bottom employs a $2 \times 2$ upsample layer after convolutions. The expansion on the right hand side is more or less symmetric to the contraction, using transposed convolutions to facilitate accurate localization. Skip connections are also inserted in expansion to capture tiny details and mitigate the vanishing gradient problem, where the corresponding feature maps from the contraction part are reused and concatenated in expansion steps. The feature maps are appended directly after the upsample layer. Finally, after the two-convolution operation, a $1 \times 1$ convolutional layer and a sigmoid layer are used for classification. To choose a UNet structure well suited to EIT image reconstruction problems, we need to reduce hidden layers in the original architecture as a trade-off due to the considerable parameters for the FC layer at the beginning (i.e. $104 \times 4096$). After performing hyperparameter searching on validation data set, we determine to have one less contraction step and one less expansion step.

Each pixel is eventually classified into either background or object. Then the binary mask $M \in \mathbb{R}^n$ is given by the output, $M = f_{\text{FC-UNet}}(\Delta V, \theta)$, where $f_{\text{FC-UNet}}$ is the forward mapping of the FC-UNet parameterised by network weights $\theta$. The network parameters $\theta$ are learned during training. We use binary-cross-entropy as the loss function to train the FC-UNet:

$$\mathcal{L}(\theta) = -\frac{1}{K} \sum_{i=1}^{K} (M_i \cdot \log \hat{M}_i + (1 - M_i) \cdot \log(1 - \hat{M}_i))$$ (5)

where $\hat{M}_i$ denotes the ground truth, and $K$ is the total number of input-target pairs in the training data set.

2) Group Index Encoder: The group index encoder is to partition all pixels within the sensing region into different groups based on the structural information depicted by the binary mask $M$ from FC-UNet. Assuming the conductivity change $\Delta \sigma$ can be classified into $N$ groups, i.e.

$$\Delta \sigma = \{ \Delta \sigma_{S_1}, \Delta \sigma_{S_2}, \ldots, \Delta \sigma_{S_N} \}$$ (6)

where $S_i, i = 1, 2, \ldots, N$ denotes the group index of the $i^{th}$ group. The strategy of the group index encoder is (see Fig. 3 for schematic illustration):

1) pixel clusters classified as an object will be defined as a large group and assigned the same group index value; different objects correspond to different large groups; (the example in Fig. 3 has two large groups, i.e. $\Delta \sigma_{S_1}, \Delta \sigma_{S_2}$)
2) individual pixels classified as background will be defined as a series of small groups; (Fig. 3 has $\Delta \sigma_{S_3}, \ldots, \Delta \sigma_{S_N}$)
3) consecutive integers are assigned as group index for each group, i.e. $1, 2, \ldots, N$;
4) the grouping follows $\bigcup_{i=1}^{N} \Delta \sigma_{S_i} = \Delta \sigma$.

3) Group Sparsity Regularization: After obtaining the pixel grouping result, we impose this structural characteristics as a-priori information and estimate the continuous conductivity by using group sparsity regularization [18]. As reported in [18], group sparsity promotes the underlying structural information of conductivity distribution. The constrained optimization problem can be formulated as

$$\begin{cases}
\min_{\Delta \sigma} \| \Delta \sigma \|_{2,1} := \sum_{i=1}^{N} \| \Delta \sigma_{S_i} \|_2 \\
s.t. \mathbf{J} \Delta \sigma = \Delta V
\end{cases}$$ (7)

where $\| \cdot \|_{2,1}$ denotes the $l_{2,1}$ norm, which is the sum of energy of each defined group. It has been proved to facilitate group sparsity, i.e. minimizing the $l_{2,1}$ norm suppresses pixel groups with very small energies while promoting those present large energies [34], [35]. In this way, it takes advantage of the structural prior and improves image quality.
We apply the Alternating Direction Method of Multipliers (ADMM) to solve (7). ADMM is a prevailing approach for solving the constrained separable optimization problems by breaking the objective function into a number of sub-problems without coupled variables [36], [37]. By introducing an auxiliary vector \( \mathbf{x} \in \mathbb{R}^n \), the problem in (7) can be rewritten as

\[
\begin{aligned}
\min_{\Delta \mathbf{\sigma}, \mathbf{x}} & \sum_{i=1}^{N} \| \mathbf{x}_i \|_2 \\
\text{s.t.} & \quad \mathbf{x} = \Delta \mathbf{\sigma}, J \Delta \mathbf{\sigma} = \Delta \mathbf{V}
\end{aligned}
\]  

(8)

Equivalently, we solve the following augmented Lagrangian problem.

\[
\begin{aligned}
\min_{\Delta \mathbf{\sigma}, \mathbf{x}} & \sum_{i=1}^{N} \| \mathbf{x}_i \|_2 - \gamma_1^T (\mathbf{x} - \Delta \mathbf{\sigma}) + \frac{\alpha_1}{2} \| \mathbf{x} - \Delta \mathbf{\sigma} \|_2^2 \\
& - \gamma_2^T (J \Delta \mathbf{\sigma} - \Delta \mathbf{V}) + \frac{\alpha_2}{2} \| J \Delta \mathbf{\sigma} - \Delta \mathbf{V} \|_2^2
\end{aligned}
\]  

(9)

where \( \gamma_1, \gamma_2 \in \mathbb{R}^n \) are multipliers and \( \alpha_1, \alpha_2 \in \mathbb{R} \) denote the penalty parameters.

We then split (9) as two sub-problems which are expressed by

\[
x^{(k+1)} = \arg \min_{\mathbf{x}} \sum_{i=1}^{N} \| \mathbf{x}_i^{(k)} \|_2 - \gamma_1^T \mathbf{x}^{(k)} + \frac{\alpha_1}{2} \| \mathbf{x}^{(k)} - \Delta \mathbf{\sigma} \|_2^2
\]  

(10)

\[
\Delta \mathbf{\sigma}^{(k+1)} = \arg \min_{\Delta \mathbf{\sigma}} \left\{ \gamma_1^T \Delta \mathbf{\sigma} + \frac{\alpha_1}{2} \| \mathbf{x} - \Delta \mathbf{\sigma} \|_2^2 \\
- \gamma_2^T J \Delta \mathbf{\sigma} + \frac{\alpha_2}{2} \| J \Delta \mathbf{\sigma} - \Delta \mathbf{V} \|_2^2 \right\}
\]  

(11)

The sub-problem in (10) can be solved by soft-thresholding in a group-wise manner [38], i.e.

\[
\mathbf{x}_i = \max \left\{ \left\| \Delta \mathbf{\sigma}_i \right\|_2 + \frac{1}{\alpha_1} (\gamma_1)_i, 0 \right\}.
\]  

(12)

While the sub-problem in (11) is a convex quadratic problem, which can be solved directly by asserting its gradient to zero, i.e.

\[
\gamma_1 + \alpha_1 \left( \Delta \mathbf{\sigma}^{(k)} - \mathbf{x} \right) + J^T \left( \alpha_2 (J \Delta \mathbf{\sigma}^{(k)} - \Delta \mathbf{V}) - \gamma_2 \right) = 0
\]  

(13)

After solving these two sub-problems, we update the multipliers:

\[
\begin{cases}
\gamma_1 = \gamma_1 - \eta_1 \alpha_1 (\mathbf{x} - \Delta \mathbf{\sigma}) \\
\gamma_2 = \gamma_2 - \eta_2 \alpha_2 (J \Delta \mathbf{\sigma} - \Delta \mathbf{V})
\end{cases}
\]  

(14)

where \( \eta_1, \eta_2 \in \mathbb{R} \) represents the step size.

In summary, the pseudo-code implementation of the DL-GS algorithm is presented in Algorithm 1.
Algorithm 1: DL-GS Algorithm

\textbf{Input}: Boundary voltage measurement $\Delta V$.

\textbf{Initialize:} $x$, $\Delta \sigma$, $\gamma_1$, $\gamma_2$, $\eta_1$, $\eta_2$, $\alpha_1$, $\alpha_2$.
1. Calculate the binary mask $M$ using FC-UNet;
2. Calculate the group index vector based on $S$;
3. \textbf{while} the stopping criterion is not satisfied \textbf{do}
   a. Solve the first sub-problem (10) using (12);
   b. Solve the second sub-problem (11) using (13);
   c. Update multipliers using (14);
4. \textbf{end}
\textbf{Output}: Estimated conductivity change $\Delta \sigma$.

![Fig. 4. A 4-object example of simulation data. (a) Boundary voltage change. (b) Corresponding conductivity distribution.](image)

C. Evaluation Metrics

We quantitatively evaluate the performance of image reconstruction algorithms using Correlation Coefficient (CC), which is defined as

$$ CC = \frac{\sum_{i=1}^{N} (\Delta \sigma_i - \overline{\Delta \sigma})(\Delta \sigma_i - \overline{\Delta \sigma})}{\sqrt{\sum_{i=1}^{N} (\Delta \sigma_i - \overline{\Delta \sigma})^2 \sum_{i=1}^{N} (\Delta \sigma_i - \overline{\Delta \sigma})^2}} $$

(15)

where $\Delta \sigma$ and $\overline{\Delta \sigma}$ represents the predicted conductivity and ground truth, respectively; $\Delta \sigma_i$ and $\overline{\Delta \sigma}_i$ denotes the $i$th element of $\Delta \sigma$ and $\overline{\Delta \sigma}$, respectively; $\overline{\Delta \sigma}$ is the mean of $\Delta \sigma$; and $\sum_{i=1}^{N} (\Delta \sigma_i - \overline{\Delta \sigma})$ is the mean of $\Delta \sigma$; $N$ is the total number of pixels. A larger CC indicates better image quality.

III. EXPERIMENTAL SETUP

A. Data Set Generation

1) Simulation Data: To generate data set for FC-UNet training, we model a circular 16-electrode EIT sensor using COMSOL Multiphysics. We adopt adjacent measurement strategy and discretize the sensing region with 3228 pixels. 3D cultivated cell aggregates are approximately circular. Therefore, we consider circular phantoms with randomly assigned object numbers (from 1 to 4), size (from 0.03d to 0.3d; d is the sensor diameter), location and conductivity values. The conductivity of the circular objects is bounded within the range of 0.0001 $S \cdot m^{-1}$ and 0.05 $S \cdot m^{-1}$. The background substance has a constant conductivity of 0.05 $S \cdot m^{-1}$. Forward problem of EIT is calculated regarding each randomly generated phantom to obtain the corresponding measurement. An example of the generated phantom with its voltage data is shown in Fig. 4.

We finally generated 29,333 multi-level EIT samples, including 7035 1-object samples, 7298 2-object samples, 7500 3-object samples and 7500 4-object samples. We then divided this data set into training set (6000 samples from each case), validation set (500 samples from each case), and testing set (the remaining samples). The three subsets contain 24k, 2k and 3,333 samples, respectively.

In addition, we implement data augmentation by adding noise to measurement data in both training and validation sets, in order to enhance the robustness of our model when system noise or error is encountered. Additive noise with the Signal-to-Noise Ratio (SNR) of 50dB is added to half of the training and validation samples for each case. Additive noise with the SNR of 40dB is then added to the other half of the training and validation data. As a result, both training and validation data are doubled. Testing data are added noise with SNR of 50dB, 40dB and 30dB. Table I summarizes the constitution of the training, validation, and testing data sets.

2) Experimental Data: To validate the multi-level performance of the proposed method using mEIT, we employed the 16-electrode miniature EIT sensor designed in [39] to collect phantom experiment data (see Fig. 5). The inner diameter of the sensing chamber is 15 mm and the height is 10 mm. A carrot and a rubber cylinder, which has similar size but different conductivity (rubber: non-conductive; carrot: less conductive than background), were imaged. Additionally, we conducted experiments on MCF-7 human breast cancer cell aggregates to examine the performance in cell imaging. In this case, a 16-electrode quasi-2D miniature EIT sensor [40], which is able to incorporate impedance sensing with optical imaging modalities, and a multi-frequency EIT system designed by the authors [41] were employed for cell imaging (MCF-7 cell: less conductive than background). The schematic and manufactured miniature EIT sensor, and 3D cultivated MCF-7 cell aggregates are presented in Fig. 6. The sensing chamber has a diameter of 14mm and a height of 1.6mm. Two MCF-7 human breast cancer cell aggregates with a diameter of approximately 2mm were imaged. More details regarding experimental phantoms are presented in Section IV-C.

B. Data Normalization

In FC-UNet training, to reduce the effect of sensor imperfection, we normalize the voltage measurement and conductivity distribution by

$$ \Delta V_n = \frac{V_{\text{mea}} - V_{\text{ref}}}{V_{\text{ref}}} $$

(16)

$$ \Delta \sigma_n = \frac{\sigma_{\text{mea}} - \sigma_{\text{ref}}}{\sigma_{\text{ref}}} $$

(17)

where $V_{\text{ref}}$ and $\sigma_{\text{ref}}$ represent respectively the measurement and conductivity distribution when the sensing region is only

<table>
<thead>
<tr>
<th>Data set</th>
<th>Training</th>
<th>Validation</th>
<th>Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Noise Free Samples</td>
<td>24,000</td>
<td>2,000</td>
<td>3,333</td>
</tr>
<tr>
<td>50dB Samples</td>
<td>12,000</td>
<td>1,000</td>
<td>3,333</td>
</tr>
<tr>
<td>40dB Samples</td>
<td>12,000</td>
<td>1,000</td>
<td>3,333</td>
</tr>
<tr>
<td>30dB Samples</td>
<td>/</td>
<td>/</td>
<td>3,333</td>
</tr>
<tr>
<td>Total Samples</td>
<td>48,000</td>
<td>4,000</td>
<td>13,332</td>
</tr>
</tbody>
</table>

![Table I: Number of samples in each data set](image)
V. RESULTS AND DISCUSSIONS

A. Learning Curve of FC-UNet

Learning curves (see Fig. 7) illustrate the effect of step decay when training the FC-UNet. It can be observed that the training curve in blue using step decay shows a steep decrease at the 25th epoch when the learning rate is reduced by a factor of 0.1. This curve has lower asymptote at the end compared to the training curve in green, which utilizes a constant learning rate in the entire learning process and converges at a local minimum. This implies that introducing the step decay term can promote convergence at a better minimum and achieve considerable lower loss.

The orange and red lines represent the validation loss curves with and without step decay, respectively. In initial phase, both validation losses are smaller than the corresponding training losses. This means more training is required since the model underfits the training data. After 3 epochs, the training loss starts exceeding the validation loss. The dashed line in grey and the one in yellow indicate where the lowest validation loss is reached and the training process stops. Obviously, the step decay contributes to much better validation performance.

B. Results Based on Simulation Data

Fig. 8(a) shows four multi-level conductivity phantoms in testing data set. In simulation, additive Gaussian noise with SNR of 50dB was added to measurements. Theoretically, as the number of inclusion and conductivity level increases, we initialize weights for the fully connected layer with the pre-calculated least-squares (LS) solution of (2) using training data, instead of random weights. During training, these weights are further fine-tuned. The rest is initialized with random weights as usual.

The maximum number of training epochs is set as 50. The final model is selected according to the validation loss. That is, the training process stops at the point with the least validation loss. Experiments are implemented using NVIDIA P5000 GPUs.
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The penalty vectors of AGS and DL-GS are respectively set as 50, 20, 500, and 500. The block size of SBL is 4. For sparsity (AGS) [18], and LeNet [27]. During implementation, the stopping tolerance is set as $1e^{-7}$. The maximum diameter of the group is set as 10 pixels. AGS, the initial grouping from one-step Gaussian Newton reduces the computation time for pixel grouping whereas in DL-GS, the maximum diameter of the group is set as 10 pixels. The block size of SBL is 4. For AGS, the maximum diameter of the group is set as 10 pixels. The penalty vectors of AGS and DL-GS are respectively set as $1/|\Delta V|$, 5/|\Delta V|, and 10/|\Delta V|, 0.1/|\Delta V|$ throughout the experiment. Training procedure for LeNet is the same as that for FC-UNet except that mean square error is the loss function.

Fig. 10 shows the relative conductivity changes reconstructed by different algorithms. For the phantom with a small conductivity change in the first row, AGS recovers better size compared to $l_1$, SBL, and LeNet whereas they all underestimate the object dimension. In contrast, DL-GS provides much better results in terms of both structure and conductivity variation. As the number of object and conductivity level increases (see phantoms from the second to the fourth row), $l_1$, SBL, AGS, and LeNet fail to reconstruct the shape and conductivity difference, and objects with smaller conductivity changes are barely recovered. In comparison, DL-GS outputs more accurate shapes as well as conductivity variations. Particularly, when there are four objects, DL-GS is the only algorithm that manages to recognize them all and recovers more faithful conductivity information.

Table II compares the average CC of all phantoms in the testing set when noise of various levels is added to measurements. We can observe that DL-GS outperforms the other algorithms in all cases, with the highest CC. Noting that it performs even better than the purely deep learning method LeNet by 5.9%. All algorithms exhibit their robustness to noise and there is a continuous decrease in CC with the growth of SNR. Table III reports the average model execution time per image. LeNet achieves the fastest running time, indicating the prominent advantage of using deep neural network. DL-GS is the second fastest algorithm, substantially 6.5 times better than AGS on average. As expected, the FC-UNet significantly reduces the computation time for pixel grouping whereas in AGS, the initial grouping from one-step Gaussian Newton requires much longer time.

### C. Results Based on Experimental Data

In addition to validation with simulation data, we collect experimental data using different miniature EIT sensors to examine the performance of DL-GS. When implementing $l_1$, SBL, AGS, LeNet, and DL-GS, all parameters are the same as in simulation settings.

Three phantoms as shown in the first column of Fig. 11 were imaged. The first phantom contains carrot and rubber cylinders with saline as the background. The excitation frequency is 20kHz and the maximum iteration of DL-GS is 350. Intrinsically, rubber at the lower left corner has lower conductivity than carrot (i.e. rubber leads to larger conductivity change with respect to background), which is successfully recovered by all algorithms but most significantly by LeNet and DL-GS. DL-GS also reconstructs the best shape of both objects with clear boundary. The other two phantoms image two cell aggregates. Observing the results, $l_1$ can roughly
identify both cell aggregates but there exists obvious distortion and artifacts. SBL consistently manages to reconstruct the two cell aggregates with good positions, whilst it underestimates the size of the cell and the artifact at the center of ROI is also distinct. AGS fails to reconstruct the phantoms clearly, which is even worse than $l_1$ and SBL. The underlying reason might be that AGS utilizes one-step algorithm to estimate the structural information, but in this case the one-step algorithm struggles to provide meaningful results for pixel grouping. LeNet performs well when the two cell aggregates are far from each other but has the same issues as $l_1$ when they become closer. With regard to DL-GS, it is able to obtain much better shape and position of each cell aggregate for both cases. Compared to $l_1$, SBL, and AGS, DL-GS yields sharper edges for all reconstructed cell aggregates. Table IV gives CC of experimental results, further confirming the successful transition of DL-GS to various experimental data. DL-GS achieves the highest CC for all the phantoms, outperforming the other algorithms. The results indicate that DL-GS can be generalized to the mEIT setup and facilitate robust and high-quality cell imaging.

V. CONCLUSIONS

In this paper, we proposed a deep learning and group sparsity regularization based hybrid algorithm for 3D cultivated cell imaging with miniature EIT sensors. This work specifically focused on the challenge of performing multi-level conductivity imaging under multiple objects’ setup. We established a novel EIT data set with continuously varying conductivity values for different sensing objects. A FC-UNet model was then developed to provide structural information of multi-level conductivity distribution. Afterwards, we integrated this structural information into group sparsity regularization to estimate the continuous conductivity values. Both simulation and experiments demonstrated that the proposed DL-GS method outperforms the other given image reconstruction approaches and demonstrates strong generalization ability on a practical miniature EIT sensor to image MCF-7 cell aggregates. Whilst the proposed approach is limited to 2D reconstruction in this work, it could be readily extended to 3D imaging. In the future, we will investigate the 3D hybrid learning framework with 3D miniature EIT setups.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.4809</td>
<td>0.4473</td>
<td>0.3188</td>
<td>0.5449</td>
<td>0.7477</td>
</tr>
<tr>
<td>2</td>
<td>0.6490</td>
<td>0.6271</td>
<td>0.3666</td>
<td>0.7704</td>
<td>0.8008</td>
</tr>
<tr>
<td>3</td>
<td>0.7145</td>
<td>0.6689</td>
<td>-0.0020</td>
<td>0.7224</td>
<td>0.7650</td>
</tr>
</tbody>
</table>
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Fig. 11. Image reconstruction results using experimental data (note we use inverted color bar). (a) Three setups. (b)-(e) corresponds to results of $l_1$, SBL, AGS, LeNet, and DL-GS, respectively.


