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Modeling and Control of a Hybrid Wheeled Jumping Robot

Traiko Dinev\textsuperscript{1}, Songyan Xin\textsuperscript{1,3}, Wolfgang Merkt\textsuperscript{1,2}, Vladimir Ivan\textsuperscript{1}, and Sethu Vijayakumar\textsuperscript{1}

Abstract—In this paper, we study a wheeled robot with a prismatic extension joint. This allows the robot to build up momentum to perform jumps over obstacles and to swing up to the upright position after the loss of balance. We propose a template model for the class of such two-wheeled jumping robots. This model can be considered as the simplest wheeled-legged system. We provide an analytical derivation of the system dynamics which we use inside a model predictive controller (MPC). We study the behavior of the model and demonstrate highly dynamic motions such as swing-up and jumping. Furthermore, these motions are discovered through optimization from first principles. We evaluate the controller on a variety of tasks and uneven terrains in a simulator.

I. INTRODUCTION

Wheels have been used by humanity since the Bronze age. Wheeled vehicles have enabled fast and reliable transport of goods across great distances due to their simplicity and efficiency. However, they require structured terrain such as roads or rails. Legged robots on the other hand are capable of navigating unstructured, rough terrain, including jumping over obstacles and across gaps. This comes at the cost of a more complex mechanical structure. This complexity makes the robot more expensive to control—both in terms of computation as well as energy expenditure. Wheel-legged robots can combine the best of both designs—the fast motion of a wheeled system with the ability to navigate rugged terrain via legged locomotion.

For model-based control, a model of the system is needed. It should be able to handle the rolling contact of the wheels as well as the discrete contact changes typical for stepping and jumping motions of legged robots. However, instead of adding complexity to a legged robot model by adding the rolling contact, we choose to focus on developing a simplified model with only one prismatic joint to ‘mimic’ the capability of a leg. This provides us with a better tool for modeling the robot behavior than some of the more complex models.

Most wheel-legged robots ([1]–[5]) are high degree of freedom nonlinear systems which do not lend themselves readily to online whole-body trajectory optimization (TO).

Previous work [5]–[7] explored kinematic motion planning where the robot is controlled like a mobile vehicle and the legs act as a suspension. By definition, these techniques do not consider the dynamics of the system.

The authors of [1] use a linear quadratic regulator (LQR) for balancing the Ascento robot. They linearize the nonlinear system dynamics around the fixed point at the upright configuration. This provides an efficient approximation but it limits the range of motion around the fixed point [8, Chapter 3].

By contrast, ANYmal [2] uses a centroidal dynamics model [9] in a two-stage controller: One for the center of mass (CoM) and one for the wheels. This approach, therefore, fails to exploit potential combined synergies of the wheel and body dynamics.

Skaterbots [4] solve the full optimization. However, due to the complexity of the resulting nonlinear program, the constraints are expressed as cost terms and optimized using Newton’s method. Compared to Skaterbots, we are able to solve the nonlinear problem due to the simple template model. Additionally, here, we use a Model Predictive Controller scheme, compared to the PD control used in Skaterbots.

Finally, the authors in [10] propose a Quadratic Programming (QP)-based approach to wheel-legged locomotion. In order to make the problem tractable, the $z$-component of the trajectory, as well as the CoM trajectory are taken as inputs to the QP-solver. In contrast, we directly optimize the $z$-component of the robot, thus allowing the optimizer to discover jump-like motions.

The Handle and the Flea by Boston Dynamics show remarkably dynamic motions. Flea is capable of jumping to a height of 10 m using combustive propulsion [11]. Handle
shows jumping motion while driving forward, as well as traversing rugged terrain. However, methods used to control these systems have not been published.

Indeed, there is a gap with respect to the control of wheel-legged robots. Staged optimization and linearization schemes inherently do not allow for the system to fully exploit its dynamics. Motions such as jumping are hard to execute using these schemes. Jumping in particular is often accomplished using a hand-tuned controller (e.g. Ascento [1] and AirHopper [12]).

Instead of considering the full rigid body dynamics, one can model the system using simpler template models that capture the essence of the robot dynamics.

A popular template model for legged robots is the Spring-Loaded Inverted Pendulum (SLIP) [13]. SLIP has been used for high speed running and jumping [14]. For wheeled balancing systems, Wheeled Inverted Pendulum models (WIP) have been extensively used as template models [15]. Template models based on SLIP and WIP can be applied to wheel-legged systems, however they will consider either only the leg or only the wheel, respectively.

In this paper, we propose the simplest template model of wheel-legged robots. Our system consists of two sets of wheels connected by a prismatic joint (see Figure 1). Our main contributions are:

- We propose the Variable-Length Wheeled Inverted Pendulum (VL-WIP) template model for wheel-legged systems.
- We implement a motion planner using the VL-WIP model and the direct transcription method which we integrate into a Model Predictive Controller (MPC).
- We show that using the VL-WIP model, the robot can execute motions such as jumping that are only achievable using the combined action of wheels and base.
- We validate the controller in a closed loop in a physics simulator, and we evaluate the robustness of the MPC with sensor noise and on a rough terrain locomotion task. We also compare these results to a Proportional Derivative (PD) controller on a driving and balancing task.

The ability to discover dynamic motion and to exploit the predictive power of the controller stems from the dynamics model we propose.

II. DYNAMICS MODEL

We begin by modeling the system behavior using a template model we call a Variable-Length Wheeled Inverted Pendulum (VL-WIP). Our model is based on the WIP model which is used to control balancing robots [15]. WIP consists of a wheel and a pole. The pole is modeled as a point mass and a fixed point joint. The pole is modeled as a point mass and a fixed prismatic joint. The torque \( \tau \) is actuation torque of the wheel and \( f \) is the linear force in the prismatic joint. The explicit Equations of Motion (EoM) for the system under contact can be written as:

\[
M(q) \ddot{q} + C(q, \dot{q}) \dot{q} + G(q) = S^T u + J^T \lambda
\]

where \( M \) is the mass matrix, \( C \) is the Coriolis matrix, \( G \) is the gravity vector, \( S \) is a selection matrix, \( J \) is the contact Jacobian, and \( \lambda \) stands for the contact forces. Note that, this dynamics equation also applies when the robot is in flight and the contact forces vanish. We compute \( M, C, \) and \( G \) using Lagrangian dynamics. For the full derivation, see the Appendix. The results of this derivation are the following matrices:

\[
M(q) = \begin{bmatrix}
    m_t & 0 & 0 & m_b s_t & m_b l c_t \\
    0 & m_t & 0 & m_b c_t & -m_b l s_t \\
    0 & 0 & I_w & 0 & 0 \\
    m_b s_t & m_b c_t & 0 & m_b & 0 \\
    m_b l c_t & -m_b l s_t & 0 & 0 & m_b l^2 \\
\end{bmatrix}
\]

\[
C(q, \dot{q}) = \begin{bmatrix}
    0 & 0 & 2 m_b c_t \dot{\theta} & -m_b l s_t \dot{\theta} \\
    0 & 0 & -2 m_b c_t \dot{\theta} & -m_b l c_t \dot{\theta} \\
    0 & 0 & 0 & 0 \\
    0 & 0 & 0 & -m_b \dot{\theta} \\
    0 & 0 & 2 m_b \dot{\theta} & 0 \\
\end{bmatrix}
\]

\[
G(q) = \begin{bmatrix}
    0 & m_t & 0 & m_b s_t & m_b l c_t \\
\end{bmatrix}^T
\]

where \( m_t = m_b + m_w \) is the total mass which sums up the body mass \( m_b \) and the wheel mass \( m_w \), \( I_w \) is the inertia of the wheel, \( s_t = \sin(\theta) \) and \( c_t = \cos(\theta) \).

The matrix \( S \) translates controls \( \tau \) and \( f \) into the generalized coordinates of the system. \( f \) directly maps to the prismatic joint. The torque \( \tau \) applied on the wheel will lead to a counter reaction torque \( -\tau \) on the body of the robot. We write this down as:

\[
S = \begin{bmatrix}
    0 & 0 & 1 & 0 & -1 \\
    0 & 0 & 0 & 1 & 0 \\
\end{bmatrix}
\]
A unified planning approach allows the solver to plan for mismatch and perturbations during execution, we use Model Predictive Control [18], which calls the planner iteratively to replan the motion from the current robot state.

### A. Planning

The generic planning problem formulation is illustrated in Figure 3. We formulate a nonlinear optimization problem (NLP) that finds trajectories $X = \{x_0, x_1, \ldots, x_N\}$, $U = \{u_0, u_1, \ldots, u_{N-1}\}$, and $\Lambda = \{\lambda_0, \lambda_1, \ldots, \lambda_{N-1}\}$ that satisfy the problem constraints and minimize the total energy, weighted by a normalizing term $W$. Here, $x$, $u$, and $\lambda$ refer to the robot state, controls and contact forces respectively.

Firstly, we specify the duration $T$ of the motion in seconds and discretize it into $N$ knot points. At each knot point the optimizer finds states $x$, controls $u$, and contact forces $\lambda$ that satisfy the system dynamics $x_{t+1} = f(x_t, u_t, \lambda_t)$ derived in section II.

Next we setup task specific constraints. The start state $x_0^*$ and the target state $x_N^*$ are specified for knots $x_0$ and $x_N$. At each knot point, state limits $[x^-, x^+]$, and control limits $[u^-, u^+]$ are enforced. These limits ensure the physical feasibility of the motion generated. For different tasks the state and control limits will differ. For instance, when jumping over a gap, the state limits for the three phases will indicate where the “flight” phase begins and ends. In general, a jumping motion involves three phases: a “pre-takeoff” phase, where the robot is on the ground, a “flight” phase where the robot is in the air, and a “post-touchdown” phase where the robot lands and re-balances. We specify the duration of each phases by setting the time of takeoff $T_{tt}$, and the time of touchdown $T_{td}$.

Finally, we specify ground contact constraints. Contact forces must be zero ($\lambda_i = 0$) while the robot is in the flight phase. For the ground phases, they should stay inside the friction cone ($|\lambda_i^z| \leq \mu \lambda_i^x$, where $\mu$ is the friction coefficient) and have a positive vertical component ($\lambda_i^z \geq 0$). For kinematics, we enforce a no-slip constraint while the robot is on the ground: $\dot{x}_i = R_w \dot{\phi}_t$, where $R_w$ is the wheel radius. For motions without jumping, we use a similar formulation by removing the flight phase related constraints.

The planner finds an admissible trajectory for the control task. However, for executing it on a real system or in simulation, a controller is needed.

### B. Control

With open-loop control, the planned trajectory cannot be tracked precisely due to tracking error introduced by model mismatch and external perturbations. Thus, we use Model Predictive Control [18] to handle the errors. Figure 4 illustrates the scheme. At each timestep, the planner re-plans the trajectory starting at the observed robot state $x_{obs}$ obtained from the simulator. Then, the first action of the plan $u_0$ is executed. After that, it recedes the time horizon $T$ by the elapsed time.

A natural problem arises with the recession of $T$. Ideally we would keep the number of knot points $N$ constant—this enables saving the optimizer’s state and avoids costly re-initialization. The solution requires adjusting the limits of the
Fig. 4: MPC control pipeline. The controller re-plans a motion every timestep by setting the start state $x^*_0$ to the current state in simulation $x_{obs}$. It then executes the first control $u_0$ and updates the phases and limits of the planner.

problem so that each phase always has the same duration. Thus, we maintain the ratio of pre / flight / post phases by shifting the limits of the problem while keeping $N$ the same.

To implement the optimal control problem, we used CasADI [19]. As the underlying solver, we used KNITRO and selected the Interior/Conjugate-Gradient algorithm that is well-suited for large-scale sparse optimal control problems [20].

IV. Simulation Results

In order to validate our approach, we investigated several tasks, namely swing-up, balancing and jumping in the physics simulator PyBullet [21]. Please find the accompanying video at https://youtu.be/j2sIWL8m2pQ.

The simulated robot weighs 6 kg including the wheels and the dimensions of the base are $0.3 \times 0.4 \times 0.1 \text{m}$. The radius of the wheels is $0.17 \text{m}$ and wheels are $0.15 \text{m}$ wide.

A. Swing-up and Balance

Firstly, we demonstrate that the robot can switch from a driving mode on four wheels to a balancing mode on two wheels. This demonstrates that the robot can switch between modes without intervention. We used a two-stage controller for this task. Since controlling the robot in driving mode is outside the scope of this paper, we drive forward with a constant acceleration until we reach a velocity of $\dot{x} = 3 \text{m s}^{-1}$. Then we switch to the proposed MPC scheme.

The trajectory duration (and MPC horizon) was $T = 5\text{s}$ with $N = 20$ knot points. We set control limits to $\pm 10 \text{N m}$ and $\pm 200 \text{N}$ for $\tau$ and $f$, respectively. Figure 5 shows the resulting motion. The controller planned a motion where the robot coordinates its prismatic joint and wheel to swing-up.

![Fig. 5: Swing-up motion.](image)

B. Driving Upright

Next we demonstrate that, in the upright mode, the robot can balance and drive forward using the proposed approach. In this experiment, the goal is to drive the robot forward 1 m while balancing upright. We defined the same limits on the states $[x^- x^+]$, and the controls $[u^- u^+]$ for the entire trajectory. We set torque limits for the wheels to $\pm 10 \text{N m}$ and force limits for the prismatic joint to $\pm 200 \text{N}$. The total time (MPC horizon) was $T = 3\text{s}$ and $N = 50$ knot points.

The resulting motion is shown in Figure 6. We noticed that the optimizer first chooses to extend the prismatic joint before moving forward. This behavior can, for instance, be explained by noticing that it is easier to balance a body with a higher center of mass, which is achieved through extending the prismatic joint. Note that we did not in any way encode this behavior—the planner discovered it from first principles of optimization.

![Fig. 6: Moving forward while balancing.](image)

C. Jumping Over a Gap

Finally, we consider jumping over a gap, which uses the full multi-phase optimization described in section III. This task is more complex since different phases are involved in the motion.

We can entirely describe the jumping motion via state and control limits. In addition to torque limits $\pm 10 \text{N m}$ and force limits $\pm 200 \text{N}$, we set the state limits $q_{lim}$ for each of the phases. Letting $g^-, g^+$ specify the bounds of the gap in the $x$ direction, we obtain:

$$q_{lim}^{\text{pre-f}} = \begin{bmatrix} -\infty & R_w & -\infty & l^- & -\pi/2 \\ g^- & R_w & \infty & l^+ & \pi/2 \end{bmatrix}$$

$$q_{lim}^{\text{flight}} = \begin{bmatrix} -\infty & R_w & -\infty & l^- & -\pi/2 \\ \infty & z^+ & \infty & l^+ & \pi/2 \end{bmatrix}$$

$$q_{lim}^{\text{post-td}} = \begin{bmatrix} g^+ & R_w & -\infty & l^- & -\pi/2 \\ \infty & R_w & \infty & l^+ & \pi/2 \end{bmatrix}$$


where $l^-$ and $l^+$ are the limits of the prismatic joint, $R_w$ is the wheel radius, and $z^+$ limits the jumping height. In order to set up the length of the trajectory, we ran time optimization within bounds $T^- = 0.3, T^+ = 5$ and knot points $N_{pre-f} = 40, N_{flight} = 20, N_{post-td} = 40$. This ensures that the optimizer chooses the appropriate flight duration that is physically feasible within the set time limits. In this sense, $T = 2.3s$ was the optimal time and MPC horizon.

The resulting motion is shown in Figure 7 and its state and control history is plotted in Figure 8. The optimizer first “contracts” the body of the robot by retracting the prismatic joint before takeoff and extends it just before landing to absorb impact. We can see the preparatory movement in the optimized motion in Figure 7 for $x$, $\phi$ and $\theta$.

V. ROBUSTNESS

In the following experiments, we evaluate the robustness of the MPC approach as compared to a Proportional-Derivative (PD) controller with feed-forward torque.

The PD controller has the following control equation:

$$\tau = \tau_{des} - K^\theta_p e(\dot{\theta}) - K^\phi_p e(\dot{\phi}) - K^x_p e(x) - K^\theta_d e(\dot{x})$$  \hspace{1cm} (10)

$$f = f_{des} + K^\phi_d e(f) + K^x_d e(\dot{f})$$  \hspace{1cm} (11)

where $e(\cdot)$ is the error between desired and measured state variables, $K^\theta_p = 15, K^\phi_p = 2, K^x_p = 1.000, K^\theta_d = 1.00, K^\phi_d = 1.25, K^x_d = 2$ are the PD gains we tuned by hand. We add a term dependent on $x$ in the first equation so that position error is taken into account. Note, the larger PD gains for the prismatic joint—this is due to the scale difference in the length and force needed. We tuned the PD controller so that it achieves similar performance when driving on flat terrain as the MPC controller.

A. Robustness to Sensor Noise

This experiment has the same setup as subsection IV-B. We compare the effects of sensor noise on both the MPC and the PD controllers. We added Gaussian noise to sensor readings at each timestep of the simulation:

$$x_{obs}' = x_{obs} + \mathcal{N}(0, \sigma I)$$  \hspace{1cm} (12)

where $\sigma$ is the noise standard deviation, which was varied in the $0 - 0.4$ range and $I$ is the identity matrix. We computed the L2-distance from the observed state $x_{obs}$ to the goal state $x^*$ at the end of the simulation. For this experiment we ran 20 trials for each value of $\sigma$, computing the means as well as the standard deviations of the L2-distance. The results are in Figure 9.

We notice similar performance for the PD controller at lower noise strengths. However, at $\sigma \geq 0.2$ the PD controller has a significant drop in performance. Additionally, as the noise strength increases, the variability in performance for the PD controller becomes larger. In contrast, the MPC controller shows better mean performance and lower performance variability across $\sigma$ values.
B. Rough Terrain Locomotion

For this experiment we consider the task of driving forward on two wheels, as outlined in subsection IV-B. For the MPC controller we set a target velocity $\dot{x}^* = 1\text{ m s}^{-1}$ and horizon $T = 1\text{s}$. The PD controller has no feed-forward torque reference; it has the same desired velocity target as well as a balance target $\theta^* = 0$. Neither have knowledge of the terrain and the overall duration of each experiment was $T = 5\text{s}$.

We ran 20 experiments for varied terrain heights in the range 0 m to 0.4 m. We generated random terrain using Perlin noise for every experiment while keeping the same random number generator seed between the PD and MPC. Example generated terrain for heights 0.1 m and 0.4 m are shown in Figure 11a and Figure 11b, respectively. We computed the mean absolute angle velocity $\dot{\theta}$ for the entire trajectory for each of the terrain heights and its standard deviation. We also show the episode duration as well as one standard deviation. The episode is terminated when the angle of the robot is more than 85 degrees. The results are in Figure 10a and Figure 10b, respectively.

For flat terrain and for terrain height up to 0.1 m, MPC and PD show similar results. As the terrain height increases, however, MPC is better at stabilizing the robot with much less variability in performance.

VI. DISCUSSION AND FUTURE WORK

The results demonstrated in this paper show that the VL-WIP model, regardless of its simplicity, is sufficient for generating complex dynamic motions. We consider the combined motion planning pipeline developed here as a first step towards more dynamic locomotion of hybrid wheel-legged systems. Future work will apply several connected VL-WIP models, one for each limb, to wheel-legged bipeds and quadrupeds, using the standard motion planning and control pipeline outlined here. This approach is similar to using a SLIP model for each limb of a biped [22]–[24]. Compared to single rigid-body models, like the one in [25], the stacked VL-WIP model will model leg mass and inertia properties, allowing for more complex in-air maneuvers as well as not requiring inertia compensation.

Furthermore, for all the motions the planner exploited the dynamics of the system without being guided to do so explicitly. Most notably for jumping it discovered the preparatory motion from optimization alone—including contracting and extending the robot before take off, absorbing the impact upon landing, and extending the prismatic joint for easier balancing.

Currently for swing up and jumping we have predefined the switching times. In the future these will be automatically discovered, for instance via phase-based parametrization [25], [26].

When transferring to a real system, we note that work needs to be done to increase the speed of the computation, for instance by warm-starting the solver using trajectory libraries [27] or using policy learning. Our MPC controller ran at $109 \pm 64$ Hz for balancing, $18 \pm 37$ Hz for jumping, and $36 \pm 13$ Hz for swing-up on a Intel Core i9-9980HK at 2.4 GHz with 16 GB of DDR4 RAM at 2667 MHz. We have indeed noticed that the solver did not take an equal number of iterations for all initial conditions and it sometimes did not converge. For this reason the speed was significantly lower on the more complex three-phase optimization for the jumping task. The convergence of the motion planner and the impact of warm starts is outside of the scope of this paper but it presents an exciting direction for future research.
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APPENDIX

We use the Lagrangian method to derive the dynamics of the system [28, Chapter 6]. First, we define the position...
\[ x_b = x + l \sin(\theta) \]
\[ z_b = z + l \cos(\theta) \]
\[ \dot{x}_b = \dot{x} + l \sin(\theta) + l \cos(\theta) \dot{\theta} \]
\[ \dot{z}_b = \dot{z} + l \cos(\theta) - l \sin(\theta) \dot{\theta} \]

Lagrange’s method states that for a system with total kinetic energy \( T \) and potential energy \( U \):

\[
\frac{d}{dt} \frac{\partial L}{\partial \dot{q}_i} - \frac{\partial L}{\partial q_i} = f_{ext}, \tag{14}
\]

where \( L = T - U \) is the system’s Lagrangian and \( f_{ext} \) are external forces applied to the system. We now need to compute the system’s kinetic and potential energy.

In general, every link will have a rotational and translational kinetic energy component. For the wheel we include a rotational kinetic energy term \( I_w \dot{\phi}^2 \) where \( I_w = m_w R_w^2 \) is the moment of inertia of the wheel. Since the point mass has a zero moment of inertia, it only has a translational kinetic energy \( m_b v_b^2 \) where \( v_b \) is the velocity of the point mass.

The only potential energy component is due to gravity \( g \) acting on the wheel and the point mass. This leads to:

\[
T = \frac{1}{2} (I_w \dot{\phi}^2 + m_w \dot{x}^2 + m_w \dot{z}^2 + m_b \dot{x}_b^2 + m_b \dot{z}_b^2) \tag{15}
\]

\[
U = m_w gz + m_b g z_b \tag{16}
\]

\[
\mathcal{L} = T - U \tag{17}
\]

Inputting Equations (15), (16), and (17) into Equation (14) leads to a system of five equations, the solution of which is the equations of motion (2)-(4) in section II.