Chaotic behavior of Eulerian magnetohydrodynamic turbulence
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We study the chaotic properties of a turbulent conducting fluid using direct numerical simulation in the Eulerian frame. The maximal Lyapunov exponent is measured for simulations with varying Reynolds number and magnetic Prandtl number. We extend the Ruelle theory of hydrodynamic turbulence to magnetohydrodynamic turbulence as a working hypothesis and find broad agreement with results. In other simulations we introduce magnetic helicity and these simulations show a diminution of chaos, which is expected to be eliminated at maximum helicity. We also find that the difference between two initially close fields grows linearly at late times, which was also recently found in hydrodynamics. This linear growth rate is found to be dependent on the dissipation rate of the relevant field. We discuss the important consequences this linear growth has on predictability. We infer that the chaos in the system is totally dominated by the velocity field and connect this work to real magnetic systems such as solar weather and confined plasmas.

1. INTRODUCTION

Turbulence displays chaotic dynamics. A small change in initial conditions will result in a large difference in the state at later times, with this difference growing exponentially. This exponential growth of error puts limits on the predictability of the system, and understanding these limits is important for forecasting the evolution of fluids governed by turbulence. Turbulence, or its underlying equations, is interesting from a dynamical systems point of view. In this context, it is just another dynamical system in which we wish to know the chaotic properties.

In homogeneous isotropic turbulence (HIT), recent results have shown a relationship between the Reynolds number, Re, and the maximal Lyapunov exponent, $\lambda$, for chaos in an Eulerian (considering the difference between two fields) description 1,2 consistent with theoretical predictions by Ruelle 3,4. In these simulations, two initially close fields were evolved concurrently and their difference quantified. Surprisingly, a limit was found on the growth of this difference which is proportional to the dissipation rate.

This paper presents analysis of a set of simulations of magnetohydrodynamic (MHD) turbulence, also known as hydro-magnetic turbulence. This is the first analysis of chaos in MHD turbulence in an Eulerian context. Within this first analysis, we produce a dataset for chaotic behavior in MHD in the range of Prandtl number that is comparable to all the simulation data to date on MHD spectra. The analysis of these simulations and presentation of the data from them is the main work of this paper. We develop a working hypothesis that the level of chaos primarily depends on quantities dependent on the velocity field only. This hypothesis is found to show reasonable consistency with the results from our simulations. There is room for further theoretical consideration but that is beyond the scope of this paper which is only focussed on the measurements of the Lyapunov exponents. Our simulations also show a growth limit analogous to that in hydrodynamics, but for MHD the value of this limit differs for the magnetic versus velocity fields.

The evolution of an uncharged fluid is described by the Navier-Stokes equation, whilst the evolution of an electrically conducting fluid is described by the MHD equations. The incompressible MHD equations are

$$\frac{\partial u}{\partial t} = -\frac{1}{\rho} \nabla P - (u \cdot \nabla)u + \nu \Delta u + \frac{1}{\rho} (\nabla \times b) \times b, \quad (1)$$

$$\frac{\partial b}{\partial t} = (b \cdot \nabla)u - (u \cdot \nabla)b + \eta \Delta b, \quad \nabla \cdot u = \nabla \cdot b = 0, \quad (2)$$

with velocity field $u$, magnetic field $b$, density $\rho$, pressure $P$, viscosity $\nu$, and magnetic diffusivity $\eta$. Like the Navier-Stokes equations which they modify, they also display turbulence 5.

In the equations above, the incompressible assumption is made. In many real world applications, such as at laboratories and space plasma systems, the incompressible assumption is made merely for convenience, and it is known that compressible effects can be of importance. As well, there may be complications from the reduced MHD limit, where there are very large guide magnetic fields 6,7. The velocity perpendicular to the guide field is incompressible, but the parallel component can be far from incompressible, and in fact sound waves can play an important role 8. However, as the simulations analysed in this paper use the incompressible MHD equations, they are presented here in the above form.

The MHD equations contain three ideal inviscid invariants which should hold within the inertial range. These are total energy, magnetic helicity, and magnetic cross helicity. The magnetic helicity, although not positive definite, can undergo an inverse transfer from the small to large length scales 9,10. This transfer itself is considered to not be a proper cascade since it vanishes in the limit of infinite magnetic Reynolds number 11. Whilst these are the invariants for HIT, other invariants, which can be important, may exist and depend on the geometric configuration.

The literature investigating the intersection of MHD and chaos is sparse. The relative dispersion of charged particles is predicted to grow exponentially for intermediate times.
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where they are initially close. The technique of extracting a Lyapunov-exponent spectrum from a time series has been applied to experimental data from an undriven plasma system. Use of this technique reveals a transition from quasi-periodicity to chaos and allows the evaluation of the Lyapunov spectrum. In solar physics, a low dimensional attractor is suggested to be responsible for the data seen in pulsation events of solar radio emissions. Shell models of turbulence applied to MHD with Pr ~ 1 have found that the maximal Lyapunov exponent obeys $\lambda \sim \nu^{-1/2}$. Later results for turbulent models of Navier-Stokes found a similar scaling, which is roughly the scaling found in DNS.

MHD turbulence has a wide variety of applications, from turbulence in the solar wind, accretion disks and the interstellar medium. A lot of work in MHD turbulence has looked at magnetic reconnection at small scales, where compression enters as an important effect as well. The effect of chaos on these physical systems should be understood, and could give new understanding of the dynamics.

The relationship between MHD and chaos is also interesting from the viewpoint of predictability. Just as it is important to quantify the predictability of weather forecasts to understand the time horizons over which a prediction can be considered accurate, it is important to understand the predictability of forecasts where the governing equations are the MHD equations, such as in space weather, solar physics, and high latitude ground magnetic fields. For instance, much effort is put into understanding solar flares, a phenomena governed by the MHD equations, because of the damage they can cause to artificial satellites and thus global communications. Whilst HIT is an ideal description of turbulence, it nonetheless should represent the behaviour of a turbulent system far from boundaries or at small scales. The work here may have practical use in these situations but also in tokamak reactors and fusion research where boundaries are present. More generally, establishing measures of chaos in turbulent fluids provides another probe alongside spectra for understanding the behavior of such complex systems.

The paper is organized as follows: Section I A extends the Ruelle prediction for hydrodynamic turbulence to MHD. Section II describes the code used and method for calculating Lyapunov exponents from the simulations. Section III goes over the results of the simulations and Section IV discusses implications of the results and application to other systems.

A. Working hypothesis for $\lambda$ in MHD

In a chaotic system, for two states which initially differ by separation $\delta_0$, this separation will grow as $\delta(t) \sim \delta_0 \exp(\lambda t)$, where $\lambda$ is the maximal Lyapunov exponent. For fluid turbulence, this separation can either be particle positions within a Lagrangian description, or a measure of the difference between two fields within an Eulerian description. According to the theory of Ruelle, the maximal Lyapunov exponent for Navier-Stokes turbulence is given by

$$\lambda \sim \frac{1}{\tau},$$

where $\tau = \sqrt{\nu/\epsilon_k}$ is the Kolmogorov microscale time and $\epsilon_k$ the kinetic dissipation. The argument used by Ruelle requires the existence of an inertial range in order to justify the existence of a characteristic exponent which is dependent only on the dissipation. Ruelle’s arguments made no assumption about the frame of reference, so are equally applicable to both the Eulerian and Lagrangian descriptions. The exact relation between the Eulerian and Lagrangian descriptions for many quantities is unknown or very difficult to determine, but for application to this work of Ruelle this does not seem to be a major issue. In hydrodynamic turbulence this relation becomes

$$\lambda \sim \frac{1}{T_0} Re^{\alpha},$$

where $T_0 = L/u$ is the large eddy turnover time, $Re = uL/v$ is the Reynolds number, $u$ is the rms velocity, and $L$ the integral length scale. The Kolmogorov theory predicts that $\alpha = 0.5$. Intermittency corrections predict that $\alpha \approx 0.5$. However, DNS results have shown that, in an Eulerian description, $\alpha \approx 0.51^{12,32}$ whilst in a Lagrangian description $\alpha \approx 0.53^{13}$. These DNS results also show a corresponding behaviour for $\lambda \tau$ which either rises (for $\alpha > 0.5$) or falls (for $\alpha < 0.5$) with $Re$.

We now look at how Ruelle’s arguments can be extended to MHD. For this, observe that in the MHD evolution equations, Eq. (1), there is only a direct non-linearity for the velocity field itself. In contrast, the magnetic field is only indirectly related to velocity field quantities. Thus we argue that the Ruelle prediction for the smallest timescale, should only need to be modified slightly. We hypothesise that it depends on the smallest timescale that is itself dependent only on velocity field quantities. Thus we argue that the Ruelle prediction that $\lambda \sim \sqrt{\epsilon_k/\nu}$, where $\epsilon_k$ is the kinetic dissipation, should also hold for MHD in an Eulerian sense. This prediction that $\lambda \sim \nu^{-1/2}$ is also backed up by the findings of shell models of turbulence mentioned previously.

Although we expect the chaos to be dominated by the velocity field quantities, we cannot rule out that the magnetic field could strongly affect the chaos. Indeed, in Section III B, we find that an increase in magnetic helicity, a quantity which only depends on the magnetic field, decreases the level of chaos in the system. A similar effect might happen if there were a particularly strong alpha effect.

In extending findings of Eulerian chaos in hydrodynamics to MHD, there are other complications that must be tested, such as whether $\lambda \tau$ has any dependence on $Re$ or $Pr = v/\eta$, the magnetic Prandtl number. Pr is known to have important effects on dissipation rates and the presence of inverse spectral transfer. This paper relies on this previous foundational work.

Results from DNS simulations suggest that the ratio of $\epsilon_k$ and $\epsilon_b$ (where $\epsilon_b$ is the magnetic dissipation) depends on the Prandtl number according to the relationship $\epsilon_k/\epsilon_b \sim Pr^{35,36}$ where $q$ depends on the presence of helicity in the system with $q > 0$ and so $\epsilon_k$ should become totally dominant over $\epsilon_b$. In
time point, these fields were perturbed by adding a white unit vector which is randomised at each time step. The forcing procedure was used. After a statistically steady state was presented in this paper.

allowing greater confidence in the accuracy of the final results simulations were fully resolved in both fields. This was key in done in $35$.

In the simulations used in Section III B, only the magnetic field was forced. When the magnetic field was forced, $\gamma = \frac{1}{\delta t} \ln \left( \frac{\delta u}{\delta b} \right)$.

The FTLE method Lyapunov exponent, $\lambda_F$, is the average of these $\gamma$.

The FTLE method was used as a check on the direct method. The time over which the $\lambda_F$ were averaged was not very long due to simulation restrictions, however, they did agree broadly with the other method and allowed us to be more sure of the validity of the results. If we kept $\delta u = \delta b$ as coming from the union of the two fields, none of the results were qualitatively changed if the FTLE method was used as opposed to the direct method, and the quantitative changes were small. The averaging procedure of the FTLE method tends to produce more stable results, but at the same time this averaging may miss features such as the long term linear behavior. However, it is the most effective tool to use to test against the direct method we are using.

III. RESULTS

A. Re and Pr Dependence

We computed the dependence of the Lyapunov exponent $\lambda$ on Re and Pr by measuring $\lambda$ for a systematic grid of forced simulations. We use the adjustable helical forcing to force the velocity field only with zero kinetic helicity injected for a set of parameters of $\nu$ and $\eta$, which vary independently from 0.01 to 0.0003125. We have computed a very large dataset in which Re varies from 50 to 2000, and Pr varies from 1/32 to 32. The values of forcing resulted in a total dissipation $\epsilon_t = \epsilon_k + \epsilon_b$ of $\lesssim 0.1$. A full table of simulation parameters is shown in Table I. The set of simulations analysed in this section are the same.
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...in those used for the main results of. These results may or may not be affected by the onset of dynamo action, but systems showing dynamo action have been shown to be chaotic in the past. Specifically, if dynamo action is present or not, the degree of chaos may be changed. However, the presence or absence of dynamo action is a further complication to the system and this extra effect would overcomplicate the results. As such, the effect of dynamo action on the simulations will not be addressed in any further context in the present paper. The effect of dynamo action on the degree of chaos should be a further area of study.

After a statistically steady state was reached, $\lambda$ was measured using the direct method. A grid of viscosities and diffusivities is shown in Table II. The value quoted at each grid point is the corresponding $\lambda$. What is seen very easily in the table is that those simulations with very low $Pr$ (in the bottom left corner of the table) have much higher $\lambda$ than the high $Pr$ simulations, which is also seen using the FTLE method. However, for a fixed $Re$ the Lyapunov exponent does not always decrease with increasing $Pr$. Given the present database, a clear trend associated with Prandtl number is not evident and more data is needed to confirm or not whether kinetic dominance results in more chaotic dynamics.

We now compare the dependence of $\lambda$ on $Re$ for MHD to that from hydrodynamics. Recall that the relation in hydrodynamics is predicted to be as given Eq. (4). The data in Table II can be split by Prandtl number and then the dependence $\lambda T_0 \sim Re^\alpha$ is calculated separately. This is shown for $Pr = 1/4, 1, 4$ in Fig. 1. The dashed line is the best fit for $Pr = 1$, where $\alpha = 0.43 \pm 0.09$ (the FTLE method produced an equivalent result within one standard deviation).

One might wonder whether there is any dependence of $\lambda$ on $Pr$. This question can be addressed by performing a fit of $\lambda T_0 \sim Re^\alpha$ for each $Pr$ in turn. To do this, the data for each $Pr$ was approximated as following Eq. (4), giving a different exponent as a function of $Pr$, $\alpha = f(Pr)$. This is equivalent to saying that $\alpha$ in Eq. (4), which is 0.53 in Navier-Stokes turbulence (or $\sim 0.64$ in other simulations), depends on the Prandtl number as

$$\lambda \sim \frac{1}{T_0} Re^{f(Pr)},$$

where $f(Pr)$ is some function of the Prandtl number, attaining roughly 1/2 at $Pr = 1$. A plot of $f(Pr)$ is shown in Fig. 2. The solid black line shows a power law behaviour $(0.39 \pm 0.09) Pr^{0.47 \pm 0.10}$, whilst the dashed (green) line shows a constant $\alpha = 0.53$. This will be discussed further below but these results show our data is consistent with there being no functional dependence of $\alpha$ on $Pr$.

We approximate $\lambda \sim Re^{f(Pr)} / T_0$, for individual $Pr$ and then plot $f(Pr)$. Solid line is 0.39 $Pr^{0.47}$, dashed line is 0.53. The fit is log-log, and so the errors, though they look large, especially at lower $Pr$, are not great in absolute value.

One might wonder whether there is any dependence of $\lambda$ on $Pr$. This question can be addressed by performing a fit of $\lambda T_0 \sim Re^\alpha$ for each $Pr$ in turn. To do this, the data for each $Pr$ was approximated as following Eq. (4), giving a different exponent as a function of $Pr$, $\alpha = f(Pr)$. This is equivalent to saying that $\alpha$ in Eq. (4), which is 0.53 in Navier-Stokes turbulence (or $\sim 0.64$ in other simulations), depends on the Prandtl number as

$$\lambda \sim \frac{1}{T_0} Re^{f(Pr)},$$

where $f(Pr)$ is some function of the Prandtl number, attaining roughly 1/2 at $Pr = 1$. A plot of $f(Pr)$ is shown in Fig. 2. The solid black line shows a power law behaviour $(0.39 \pm 0.09) Pr^{0.47 \pm 0.10}$, whilst the dashed (green) line shows a constant $\alpha = 0.53$. This will be discussed further below but these results show our data is consistent with there being no functional dependence of $\alpha$ on $Pr$.

FIG. 1. Lyapunov exponent $\lambda$ as a function of $Re$ at different fixed values of $Pr$. $Pr = 1$ data is solid gray (red) circles, $Pr = 1/4$ data is empty black downward triangles, $Pr = 4$ data is solid black upward triangles. The dashed black line is the best fit for the $Pr = 1$ data.

FIG. 2. We approximate $\lambda \sim Re^{f(Pr)}/T_0$, for individual $Pr$ and then plot $f(Pr)$. Solid line is 0.39 $Pr^{0.47}$, dashed line is 0.53. The fit is log-log, and so the errors, though they look large, especially at lower $Pr$, are not great in absolute value.

FIG. 3. The inverse Kolmogorov time $1/\tau$ and $\lambda$, solid (green) line is fit for MHD data, dashed black line is fit for hydrodynamics. $Pr = 1$ data is solid gray (red) circles, $Pr < 1$ data is empty black downward triangles, $Pr > 1$ data is solid black upward triangles. The inset shows no clear $Re$ dependence.
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TABLE I. Simulation parameters, N is grid size, \( \nu \) viscosity, \( \text{Pr} \) Prandtl number, \( \varepsilon_k \) kinetic dissipation, Re Reynolds number, \( \lambda \) maximal Lyapunov exponent, \( \sigma_k \) standard deviation on \( \lambda \), \( T_0 \) large eddy turnover time, \( \tau \) kinetic Kolmogorov microscale time, \( k_{\text{max}} \eta_k \) the resolution. For 1024\(^3\) simulations, \( k_{\text{max}} = 340 \), for 512\(^3\) simulations, \( k_{\text{max}} = 169 \). \( \eta_k = (\nu^3/\varepsilon_k)^{1/4} \). A further discussion on the resolution of these simulations can be found in\(^{45} \). The data is publically available online\(^{42} \).

<table>
<thead>
<tr>
<th>( N^3 )</th>
<th>( \nu )</th>
<th>( \text{Pr} )</th>
<th>( \varepsilon_k )</th>
<th>Re</th>
<th>( \lambda )</th>
<th>( \sigma_k )</th>
<th>( T_0 )</th>
<th>( \tau )</th>
<th>( k_{\text{max}} \eta_k )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1024(^3)</td>
<td>0.0003125</td>
<td>1/32</td>
<td>0.0990</td>
<td>1990</td>
<td>2.590</td>
<td>0.403</td>
<td>1.746</td>
<td>0.056</td>
<td>1.42</td>
</tr>
<tr>
<td>1024(^3)</td>
<td>0.0003125</td>
<td>1/16</td>
<td>0.0423</td>
<td>2093</td>
<td>2.403</td>
<td>0.360</td>
<td>1.866</td>
<td>0.086</td>
<td>1.72</td>
</tr>
<tr>
<td>1024(^3)</td>
<td>0.0003125</td>
<td>1/8</td>
<td>0.0240</td>
<td>2167</td>
<td>0.920</td>
<td>0.141</td>
<td>2.072</td>
<td>0.114</td>
<td>2.03</td>
</tr>
<tr>
<td>1024(^3)</td>
<td>0.0003125</td>
<td>1/4</td>
<td>0.0217</td>
<td>2052</td>
<td>0.593</td>
<td>0.091</td>
<td>2.257</td>
<td>0.120</td>
<td>2.08</td>
</tr>
<tr>
<td>1024(^3)</td>
<td>0.0003125</td>
<td>1/2</td>
<td>0.0267</td>
<td>2073</td>
<td>0.651</td>
<td>0.099</td>
<td>2.744</td>
<td>0.108</td>
<td>1.98</td>
</tr>
<tr>
<td>1024(^3)</td>
<td>0.0003125</td>
<td>1</td>
<td>0.0352</td>
<td>2473</td>
<td>1.169</td>
<td>0.319</td>
<td>2.667</td>
<td>0.094</td>
<td>1.84</td>
</tr>
<tr>
<td>1024(^3)</td>
<td>0.000625</td>
<td>1/16</td>
<td>0.1114</td>
<td>1104</td>
<td>1.912</td>
<td>0.296</td>
<td>1.653</td>
<td>0.075</td>
<td>2.33</td>
</tr>
<tr>
<td>1024(^3)</td>
<td>0.000625</td>
<td>1/8</td>
<td>0.0588</td>
<td>1078</td>
<td>1.392</td>
<td>0.205</td>
<td>1.808</td>
<td>0.103</td>
<td>2.73</td>
</tr>
<tr>
<td>1024(^3)</td>
<td>0.000625</td>
<td>1/4</td>
<td>0.0303</td>
<td>1112</td>
<td>0.560</td>
<td>0.058</td>
<td>2.149</td>
<td>0.144</td>
<td>3.22</td>
</tr>
<tr>
<td>1024(^3)</td>
<td>0.000625</td>
<td>1/2</td>
<td>0.0305</td>
<td>1137</td>
<td>0.696</td>
<td>0.100</td>
<td>2.314</td>
<td>0.143</td>
<td>3.22</td>
</tr>
<tr>
<td>1024(^3)</td>
<td>0.000625</td>
<td>1</td>
<td>0.0332</td>
<td>1119</td>
<td>0.535</td>
<td>0.082</td>
<td>2.535</td>
<td>0.137</td>
<td>3.15</td>
</tr>
<tr>
<td>1024(^3)</td>
<td>0.000625</td>
<td>2</td>
<td>0.0393</td>
<td>1010</td>
<td>0.708</td>
<td>0.100</td>
<td>2.685</td>
<td>0.126</td>
<td>3.02</td>
</tr>
<tr>
<td>512(^3)</td>
<td>0.00125</td>
<td>1/8</td>
<td>0.0616</td>
<td>552</td>
<td>0.839</td>
<td>0.119</td>
<td>2.007</td>
<td>0.142</td>
<td>2.26</td>
</tr>
<tr>
<td>512(^3)</td>
<td>0.00125</td>
<td>1/4</td>
<td>0.0530</td>
<td>607</td>
<td>0.659</td>
<td>0.100</td>
<td>1.982</td>
<td>0.154</td>
<td>2.34</td>
</tr>
<tr>
<td>512(^3)</td>
<td>0.00125</td>
<td>1/2</td>
<td>0.0367</td>
<td>604</td>
<td>0.420</td>
<td>0.056</td>
<td>2.410</td>
<td>0.185</td>
<td>2.57</td>
</tr>
<tr>
<td>512(^3)</td>
<td>0.00125</td>
<td>1</td>
<td>0.0324</td>
<td>586</td>
<td>0.342</td>
<td>0.049</td>
<td>2.749</td>
<td>0.196</td>
<td>2.65</td>
</tr>
<tr>
<td>512(^3)</td>
<td>0.00125</td>
<td>2</td>
<td>0.0359</td>
<td>518</td>
<td>0.380</td>
<td>0.067</td>
<td>2.792</td>
<td>0.187</td>
<td>5.19</td>
</tr>
<tr>
<td>512(^3)</td>
<td>0.00125</td>
<td>4</td>
<td>0.0425</td>
<td>470</td>
<td>0.592</td>
<td>0.094</td>
<td>3.104</td>
<td>0.172</td>
<td>4.98</td>
</tr>
<tr>
<td>512(^3)</td>
<td>0.0025</td>
<td>1/4</td>
<td>0.0755</td>
<td>267</td>
<td>0.865</td>
<td>0.093</td>
<td>1.975</td>
<td>0.182</td>
<td>3.60</td>
</tr>
<tr>
<td>512(^3)</td>
<td>0.0025</td>
<td>1/2</td>
<td>0.0502</td>
<td>313</td>
<td>0.406</td>
<td>0.060</td>
<td>2.353</td>
<td>0.223</td>
<td>3.99</td>
</tr>
<tr>
<td>512(^3)</td>
<td>0.0025</td>
<td>1</td>
<td>0.0433</td>
<td>296</td>
<td>0.352</td>
<td>0.052</td>
<td>2.523</td>
<td>0.240</td>
<td>4.14</td>
</tr>
<tr>
<td>512(^3)</td>
<td>0.0025</td>
<td>2</td>
<td>0.0371</td>
<td>295</td>
<td>0.294</td>
<td>0.041</td>
<td>2.942</td>
<td>0.260</td>
<td>4.31</td>
</tr>
<tr>
<td>512(^3)</td>
<td>0.0025</td>
<td>4</td>
<td>0.0432</td>
<td>253</td>
<td>0.234</td>
<td>0.050</td>
<td>3.037</td>
<td>0.241</td>
<td>8.34</td>
</tr>
<tr>
<td>512(^3)</td>
<td>0.0025</td>
<td>8</td>
<td>0.0436</td>
<td>274</td>
<td>0.465</td>
<td>0.068</td>
<td>3.215</td>
<td>0.239</td>
<td>8.32</td>
</tr>
<tr>
<td>512(^3)</td>
<td>0.005</td>
<td>1/2</td>
<td>0.0813</td>
<td>154</td>
<td>0.359</td>
<td>0.054</td>
<td>2.155</td>
<td>0.248</td>
<td>5.95</td>
</tr>
<tr>
<td>512(^3)</td>
<td>0.005</td>
<td>1</td>
<td>0.0539</td>
<td>155</td>
<td>0.321</td>
<td>0.042</td>
<td>2.564</td>
<td>0.305</td>
<td>6.60</td>
</tr>
<tr>
<td>512(^3)</td>
<td>0.005</td>
<td>2</td>
<td>0.0429</td>
<td>144</td>
<td>0.240</td>
<td>0.031</td>
<td>2.828</td>
<td>0.341</td>
<td>6.98</td>
</tr>
<tr>
<td>512(^3)</td>
<td>0.005</td>
<td>4</td>
<td>0.0414</td>
<td>142</td>
<td>0.203</td>
<td>0.028</td>
<td>3.095</td>
<td>0.347</td>
<td>7.04</td>
</tr>
<tr>
<td>512(^3)</td>
<td>0.005</td>
<td>8</td>
<td>0.0467</td>
<td>139</td>
<td>0.320</td>
<td>0.046</td>
<td>3.289</td>
<td>0.327</td>
<td>13.75</td>
</tr>
<tr>
<td>512(^3)</td>
<td>0.005</td>
<td>16</td>
<td>0.0499</td>
<td>110</td>
<td>0.346</td>
<td>0.062</td>
<td>3.298</td>
<td>0.317</td>
<td>13.53</td>
</tr>
</tbody>
</table>

Alternative to the above comparison between hydrodynamics and MHD, we can directly test the relation \( \lambda \sim 1/\tau \), which is our extension of the Ruelle prediction to MHD. This comparison is shown in Fig. 3 and is split according to \( \text{Pr} \). \( \text{Pr} = 1 \) data is solid gray (red) circles, \( \text{Pr} < 1 \) data is empty black downward triangles, and \( \text{Pr} > 1 \) data is solid black upward triangles. The inset shows \( \lambda \tau \) against Re, and has no clear dependent trend. Meanwhile, the main data shows broad agreement that \( \lambda \sim 1/\tau \), although there is an offset which may be related to the possibility that the onset of chaos in the system only occurs after a certain level of turbulence is reached. The \( \text{Pr} = 1 \) data is not noticeably different in trend compared to the \( \text{Pr} \neq 1 \) data. As such, the relation \( \lambda \sim 1/\tau \) should not be dependent on just being at \( \text{Pr} = 1 \) but holds away from that point also. In the figure, the solid (green) line shows the best fit to the data, whilst the dashed black line shows the relationship between \( \lambda \) and \( 1/\tau \) for hydrodynamics found in\(^4 \). By eye, the relationship from pure hydrodynamic turbulence is not notice-
Although the data is noisy, this noise appeared in both the direct and FTLE methods of measuring the Lyapunov exponent. As such, we expect that this noise is an inherent issue with MHD turbulence as opposed to a measurement issue. The noise may arise from the more complicated dynamics of MHD. Specifically, although total magnetic helicity sums to zero, there are likely regions of opposite magnetic helicity which can reduce the chaos and such regions do not totally go away. The data for the higher \( \lambda \) in MHD is noisier (in general at higher Re) than for hydrodynamics, whilst for low Re the data is comparatively clear. However, it seems that the chaos is entirely dependent on the chaos due to the velocity field as also shown by the results from removing the Lorentz force later in the paper. The results for higher \( \lambda \) have greater variance than for lower ones. This is probably due to the fact that these higher \( \lambda \) simulations are on the edge of our resolution range. The fit does not weigh these heavily and so they should not overly affect the result. Because of the noise in the data it was beneficial having two separate methods to analyse the data, which gave confidence in our interpretation.

We now make a comment about the suitability of the prediction \( \lambda T_0 \sim R_{ed}^{\alpha} \) or \( \lambda \sim 1/\tau \), both of which were assertions for which we offered some arguments but nothing more solid. From our data, we find that \( \lambda \sim 1/\tau \) has a greater predictive quality and also has no explicit Pr dependence. The data is consistent with the idea that any dependence of \( \lambda \) on Pr comes indirectly through its dependence on \( \tau \).

Regarding the prediction \( \lambda T_0 \sim R_{ed}^{\alpha} \), the data for \( \alpha = f(Pr) \) is statistically consistent with there being no dependence on Pr at all. The scaling \( f(Pr) \sim Pr^b \) has been used in Fig. 2 simply for illustrative purposes. Fig. 2 shows that any Pr dependence of \( \lambda \) is very unclear. Indeed, on physical ground, we would expect that we should reach finite values as \( Pr \rightarrow 0 \) and \( Pr \rightarrow \infty \), which this fit does not.

In hydrodynamics, the prediction is that \( \alpha = 1/2 \), but is affected by intermittency corrections to raise it above \( 1/2^2 \). A perfect scaling in MHD of \( 1/\tau \sim Re^{1/2} \) would result in \( f(Pr) = 1/2 \). From Fig. 2 we see that this is not a good fit to the data. Although both Re and \( \tau \) are based solely on kinetic quantities, Re is most affected by the large scale quantities \( u \) and \( L \), whilst \( \tau \) is most affected by the small scale dissipation. The relative dominance of either will be affected by the Prandtl number, and so we should not expect a perfect scaling \( 1/\tau \sim Re^{1/2} \), except maybe at some specific Prandtl number. Any theoretical dependence between \( \tau \) and Re in MHD may also need to take account of intermittency corrections, even at \( Pr = 1 \). Thus, although our data is most consistent with \( \lambda \sim 1/\tau \), this does not imply a simple relationship \( \lambda \sim Re^{1/2} \). This is because the relationship between Re and \( \tau \) in MHD is not the same as in hydrodynamic turbulence.

If, instead, \( \lambda T_0 \) were a function of \( R_{m} \), we note that \( R_{m} \sim Pr^d \) and so the dependence of \( \alpha \) on Pr would be the same. That the results become independent of Pr is similar to results found in\textsuperscript{35} for dissipation rates. The dependence \( \lambda \sim Re^{\alpha} Pr^b \) was also tested, but the dependence between the values was less correlated than the simpler relationship \( \lambda \sim 1/\tau \).

Indeed, if we want to be guided by the principle of universality, that at sufficiently high Re or Pr we should have only a function of Pr or Re respectively, then such a power law dependence for \( \alpha \) on Pr would be precluded. For example, this universality for dissipation rate was observed in\textsuperscript{36} and put on a firm footing in fully resolved simulations of MHD in\textsuperscript{36}. These simulations show that there is complete dominance of the dissipation by the kinetic dissipation, \( \epsilon_b \), at sufficiently high Prandtl number and \( R_{m} \). At increasing \( R_{m} \), the ratio of \( \epsilon_b/\epsilon \rightarrow 1 \), and depending on the degree of accuracy required, the Lyapunov exponent can be approximated as solely dependent on \( v \) and \( \lambda \), which would be consistent with an extension to MHD of the first Kolmogorov hypothesis of similarity\textsuperscript{31}.

Given that there are also many other time scales that could be used, such as the Kolmogorov microscale time for the magnetic field or the large eddy turnover time for the magnetic field, we did check the relationship between these and \( \lambda \) and found none that were better related than \( 1/\tau \). In any case, none of the others had theoretical justification. As such, we suggest that our extension of the Ruelle theory to MHD has the greatest predictive power consistent with our data. This may be due to the nature of the MHD equations themselves. As noted earlier, there is a direct non-linearity in the evolution of \( u \), whilst \( b \) is only non-linear indirectly through the evolution of \( u \). There is also an indirect non-linearity of \( u \) through the evolution of \( b \). The direct non-linearity seems to be the most important for the chaos.

Since the exponential growth of \( E_{ua} \) and \( E_{ub} \) had the same exponent, we surmise that if one field becomes sufficiently different, it drags the other one along with it. The data suggests that the difference in \( u \) drives the difference in \( b \). This is backed by the fact that the relationship between \( \lambda \) and \( 1/\tau \) for hydrodynamics fits the data. This would be the case if the difference in the magnetic field merely reacts to that in the velocity field, which is the true driver of chaos in the system.

Because \( \lambda \) is dependent on \( \tau \) and not any MHD quantities, we suggest that the direct non-linearity in the velocity field is the most important feature and driver of the MHD chaos. However, in some MHD systems dominated by magnetic reconnection it cannot be precluded that the most important time scale would be the reconnection rate, which becomes independent of \( S \), the Lundquist number, for sufficiently high values of \( S^d \). We will not pursue these details in this paper.

## B. Magnetic helicity

We now test the role that magnetic helicity plays in the chaotic dynamics by adjusting the magnetic helicity in the system. In contrast to the other simulations presented in this paper, in this subsection the simulations had their magnetic field forced to control the magnetic helicity directly. In these simulations, the velocity field was enforced. The introduction of magnetic helicity will affect the mirror symmetry of the simulation and may limit the applicability of HIT in them.

To demonstrate the difference between simulations with and without magnetic helicity, we present the results found in the inset of Fig. 4. The inset shows the response of two pertur-
In the run without magnetic helicity, there is a regular exponential increase in $E_d = E_{ud} + E_{bd}$ whilst for the run with maximal magnetic helicity, after the initial perturbation, the two realisations remain close for many large eddy turnovers, $T_0$. This effect is rather dramatic and indicates that fully magnetically helical MHD may not be chaotic in the Eulerian sense. Helicity has some organising effect on the fluid$^{34}$. As magnetic helicity increases, the organising effect becomes greater and the chaos diminishes. We believe that the diminution of chaos cannot only be a result of the inverse transfer present in helical MHD. For instance, in two-dimensional hydrodynamics there is an inverse transfer of energy, but still a robust amount of chaos is seen$^{44}$.

To test the effect of magnetic helicity on chaos more systematically, we run a set of simulations where we vary the relative magnetic helicity, $\rho_b$, defined as

$$\rho_b^2 = \frac{\langle b \cdot a \rangle \langle b \cdot a \rangle}{\langle b \cdot b \rangle \langle a \cdot a \rangle},$$

with vector potential $b = \nabla \times a$. We do this by injecting magnetic helicity into the system with the adjustable helicity forcing described in$^{39}$. All simulations were done with hypoviscosity, which took energy out at the large scale (low wave number) to ensure that the simulations did not blow up due to the inverse transfer present with magnetic helicity. After a statistically steady state was reached, including having roughly constant $\rho_b$, the FTLE method was used to measure the Lyapunov exponent $\lambda_F$. The simulations all have $Re \sim 320$ and $Pr = 1$.

The results of this set of simulations are shown in Fig. 4. What is seen is that increasing $\rho_b$ does indeed create a diminution of chaos. The data suggest that as $\rho_b \to 1$, $\lambda \to 0$. Thus, we have assumed a parameter dependence of $\lambda = \lambda_0 (1 - \rho_b^n)$, where $\lambda_0$ is the Lyapunov exponent at $\rho_b = 0$ and $n$ is some fit parameter, here it is equal to 5.3 ± 0.8. This is shown in gray (blue) in the plot. However, the uncertainty on $\lambda$ means that many other functional dependencies for $\lambda$ on $\rho_b$ are consistent, but these would require $\lambda \to 0$ at maximal magnetic helicity. The systematic analysis suggests that as magnetic helicity increases, the Eulerian chaos of the system decreases until it reaches zero at maximal magnetic helicity. This would have important implications for the Eulerian predictability of magnetically helical MHD systems. One might expect that astrophysical systems with large Reynolds numbers should have nearly zero predictability. However, if there is magnetic helicity present, the predictability could be dramatically increased.

It has been seen before that magnetic helicity plays an important role in MHD turbulent dynamics. Specifically, even without initial magnetic helicity, the system is attracted to states that are helical and laminar even with a large $Re^{45}$. These Beltrami states have greatly reduced non-linearity$^{46}$. This attractor behaviour is also seen in pure hydrodynamics$^{47}$, where these laminar states also exist. The laminar states in hydrodynamics are purely attractive, such that once the system becomes laminar, it does not delaminarize. However, in MHD, the helical states can be exited spontaneously, but with a tendency to stay near these states longer as magnetic helicity is increased. This may explain the difference in behaviour of perturbations made in a helical and non-helical field for $Re \sim 320$. The helical field shows a diminution of chaos.

### C. Linear Growth

In hydrodynamic turbulence, there is a limit on the growth rate of $E_{ud}$, which eventually seems to grow linearly in time with rate equal to the dissipation rate. This result was found recently in$^1$ and subsequently confirmed in$^2$. We report here for the first time an analogous effect in MHD. This behaviour can have important consequences for the predictability of MHD systems with high $Pr$, such as galactic scale magnetic fields.

To test the dependence of the linear growth rate of $E_{ud}$ and $E_{bd}$ on the dissipation rates of each individual field, we ran a series of longer simulations where we varied these dissipation rates indirectly. This was done using a negative damping forcing, which maintained a constant total dissipation rate $\epsilon_t = \epsilon_k + \epsilon_b$, where $\epsilon_k$ is the dissipation due to the velocity field and $\epsilon_b$ is the dissipation due to the magnetic field. This forcing maintained a roughly zero magnetic helicity and is fully described in$^{39}$.

A series of three simulations was run with varying magnetic dissipation at fixed $Pr = 1$. The simulations had $\epsilon_b = 0.0012, 0.036$, and 0.11, whilst $Re = 45, 80$, and 120 respectively. The evolution of $E_{bd}/\epsilon_b$ for these simulations is shown in Fig. 5. The normalised linear growth rate for all simulations is roughly equal and implies that $E_{bd} \sim \epsilon_{bd}/3$. The values for $\epsilon_b$ used here differ by a factor of 100 so we feel relatively
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confident that this linear relation is based upon the magnetic dissipation. This resolves the question raised in Section I A, since it is not clear in which dissipation rate did the linear growth rate rely.

These simulations also show eventual linear growth of $E_{ub}$. This has the same form as in the hydrodynamic simulations of $1,2$ and is not shown here. For the growth of $E_{ub}$ it is difficult to distinguish whether the behaviour is based on $\varepsilon_b$ or $\varepsilon_u$, because the two values tended to be close. We suspect it is the former, and this would be more appealing symmetrically, because the two values tended to be close. We suspect it is caused by fundamentally different processes. Or at least they come from different aspects of dynamical systems theory, and that these processes are controlled by different variables.

That eventually $E_{ub}$ and $E_{ud}$ have differing linear growth rates is a new and very interesting result in our opinion, with important implications for predictability. Specifically, if $\varepsilon_b \to 0$, as happens for high Pr $^{35,36}$, whilst the magnetic field still has a significant amount of energy in it, the predictability time would diverge. Also, since there are differing growth rates, the difference of one field may become saturated whilst the difference in the other field remains small. For example, even if velocity fields $u_1$ and $u_2$ are completely different, the corresponding magnetic fields $b_1$ and $b_2$ can still be very similar. Physically, this means that similar magnetic fields can have vastly different velocity fields associated with them in MHD.

D. FSLEs

As an alternative to the direct method, the level of chaos can be quantified using finite size Lyapunov exponents (FSLEs) $^{46}$. These should not be confused with FTLEs. These FSLEs are defined by the time $T(\delta)$ that it takes for an error of size $\delta$ to grow by a factor $r$. Using this, an FSLE Lyapunov exponent can be defined $\lambda(\delta) = \ln(r)/T(\delta)$. For small $\delta$, $\lambda \approx \Lambda$.

A set of five simulations was performed for three different Reynolds numbers $Re = 80, 155, 670$, each with Pr = 1. After an initial small perturbation, the time taken for the perturbation to grow by a factor $r$ was measured and an average of these times was taken across all five simulations. The velocity and magnetic fields were treated separately and $\Lambda(\delta)$ for each is shown in Fig. 6 and Fig. 7 respectively. For each field, $\delta$ is nondimensionalised by the relevant timescale $T_i = E_i/\varepsilon_i$, where $E_i$ is the energy of field $i$, and $\varepsilon_i$ the dissipation due to field $i$.

FIG. 5. Linear growth of $E_{bd}/\varepsilon_b$. Leftmost line has $Re = 120 \varepsilon_b = 0.11$, middle has $Re = 80 \varepsilon_b = 0.036$, rightmost has $Re = 45 \varepsilon_b = 0.0012$. Dotted line shows $E_{bd}/\varepsilon_b \sim t/3$.

The fact that the exponential growth of both fields is the same, whilst the linear growth at late times is different suggest that they are caused by fundamentally different processes. Or at least they come from different aspects of dynamical systems theory, and that these processes are controlled by different variables.

That eventually $E_{ub}$ and $E_{ud}$ have differing linear growth rates is a new and very interesting result in our opinion, with important implications for predictability. Specifically, if $\varepsilon_b \to 0$, as happens for high Pr $^{35,36}$, whilst the magnetic field still has a significant amount of energy in it, the predictability time would diverge. Also, since there are differing growth rates, the difference of one field may become saturated whilst the difference in the other field remains small. For example, even if velocity fields $u_1$ and $u_2$ are completely different, the corresponding magnetic fields $b_1$ and $b_2$ can still be very similar. Physically, this means that similar magnetic fields can have vastly different velocity fields associated with them in MHD.

D. FSLEs

As an alternative to the direct method, the level of chaos can be quantified using finite size Lyapunov exponents (FSLEs) $^{46}$.

These should not be confused with FTLEs. These FSLEs are defined by the time $T(\delta)$ that it takes for an error of size $\delta$ to grow by a factor $r$. Using this, an FSLE Lyapunov exponent can be defined $\lambda(\delta) = \ln(r)/T(\delta)$. For small $\delta$, $\lambda \approx \Lambda$.

A set of five simulations was performed for three different Reynolds numbers $Re = 80, 155, 670$, each with Pr = 1. After an initial small perturbation, the time taken for the perturbation to grow by a factor $r$ was measured and an average of these times was taken across all five simulations. The velocity and magnetic fields were treated separately and $\Lambda(\delta)$ for each is shown in Fig. 6 and Fig. 7 respectively. For each field, $\delta$ is nondimensionalised by the relevant timescale $T_i = E_i/\varepsilon_i$, where $E_i$ is the energy of field $i$, and $\varepsilon_i$ the dissipation due to field $i$.

FIG. 6. FSLE for the velocity field. Main plot dashed line shows linear $\delta^{-2}$, inset dashed line is a straight line. Main plot is log-log, inset is linear. 0.01 $\nu$ has $Re = 80, 0.005 \nu$ has $Re = 155, 0.00125 \nu$ has $Re = 670$. Time $T_b = E_b/\varepsilon_b$, and $U$ is the rms velocity.

FIG. 7. FSLE for the magnetic field, parameters same as in Fig. 6. Time $T_b = E_b/\varepsilon_b$, and $B$ is the rms magnetic field value.

The main plot of Fig. 6 and Fig. 7 presents $\Lambda(\delta)$ with loga-
Chaotic Behavior of Eulerian magnetohydrodynamic turbulence

This manuscript was accepted by Phys. Plasmas. Click here to see the version of record.

U predicts that the rate equal to the local eddy turnover time \( t_r \) as a dashed line. Lorenz has suggested that for fluid turbulence a disturbance in the inertial range will grow with logarithmically to facilitate comparison with hydrodynamic results. Although the fit \( \Lambda(\delta) \sim \delta^{-2} \) is good for hydrodynamic turbulence\(^2\), it is not especially good for MHD turbulence as can be seen in Fig. 6 and Fig. 7. Thus, there should be a different mechanism for the growth of disturbances in hydrodynamic turbulence as opposed to MHD. Whilst the relation \( \Lambda(\delta) \sim \delta^{-2} \) results in late linear growth of disturbances, the linear relation \( \Lambda(\delta) \sim \delta \) can also result in a restriction of the late growth rate.

The shape of the FSLE plot is related to the later linear growth rate of \( E_{ud} \) and \( E_{bd} \). This means that the slope onto which \( \Lambda(\delta) \) collapses should be dependent on the corresponding dissipation rate. Whilst the data is noisier than for hydrodynamics, this is again like all the previous data we have found. In both linear and logarithmic plots, the FSLE collapse onto a slope which is roughly independent of Re. This collapse is more consistent for the velocity field. The parameters used did not ensure a constant ratio \( \epsilon_t/\epsilon_v \), which varies from 2 for Re = 80 to 1/2 for Re = 670. As such, we are fairly confident that the relevant dissipation for determining the dynamics is that of the respective field and not the total dissipation. In this way, the fields, despite being dependent on each other non-linearly, have linear behaviour dictated by their own evolution.

The linear dependence of \( \Lambda \) on \( \delta \) implies that \( E_d(t) \) has a maximum growth rate which is proportional to the dissipation rate. This is shown by the following argument. In the region where \( \Lambda \) is a linear function of \( \delta \), \( \Lambda(\delta) = \nu m \delta = \delta/\delta \) where \( m \) and \( c \) are positive constants. This last equality comes from a small expansion of \( r \) about 1 in the definition of \( \Lambda(\delta) = \ln(r)/T(\delta) \). This differential equation is solved by

\[
\delta = \frac{c}{m + (\delta - m)e^{-ct}},
\]

(12)

where \( \delta_0 \) is the separation at \( t = 0 \). This gives \( E_d(t) = \delta^2/2 \) a sigmoid shape, with maximum rate of growth when \( E_d \) is at half of its maximum. The maximum of \( \delta \) is \( c/m \). At \( \delta_0 = c/2m \), \( \partial E_d(t)/\partial \delta = c^2/8m^2 \). Remembering the normalization of \( \Lambda \) and \( \delta \) we redefine \( c = a/T \) and \( m = b/\nu T \). From the simulation data presented in Fig. 6 and Fig. 7, we find that \( a = 0.6 \) for the velocity field and \( a = 0.5 \) for the magnetic field. In both cases, \( a/b = 1.5 \). The rms values are defined \( U^2 = 2E_{ud}/3 \) and \( B^2 = 2E_{bd}/3 \). Thus, the maximum rate of growth for the relevant difference has

\[
\partial E_{id}(t) \leq \frac{9a}{48} \epsilon_i.
\]

(13)

For \( a = 6 \), this predicts a maximum of \( 54/48 \epsilon_i \), where \( 54/48 = 1.25 \) such that \( \partial E_{ud} \leq 1.125 \epsilon_i \). This value of 1.25 is very close to the 1.12 previously found in hydrodynamic turbulence\(^1\). This also implies that the magnetic field has \( \partial E_{bd} \leq 27/96 \epsilon_b \), with 27/96 close to the value of 1/3 previously found. This argument shows, as we said above, that \( E_d(t) \) has a maximum growth rate which is proportional to the dissipation rate.

A previous study of dynamics of systems with different timescales, of which MHD turbulence is definitely an example, looked at the study of both scales through the use of FSLE\(^50\). It concludes with a note that parametrization of the fast scales is not crucial and that the slow mode dynamics are dominant. In MHD turbulence, the dynamics of the velocity field are equivalent to the fast modes and the magnetic field to the slow modes. As such, we also predict that the velocity field can be successfully parametrized whilst still capturing the most important magnetic field dynamics, as is done in the static field approximation.

\[E. Influence of the Lorentz force\]

We further test our hypothesis that the chaos in the MHD system comes mainly from the velocity field evolution using the diagnostic tool of removing the Lorentz force. The MHD equations Eq. (1-2) can be changed to omit the action of the Lorentz force on the velocity field. Although this means that the fields no longer conserve energy, we use this as a diagnostic tool to disentangle the amount of chaos that comes from perturbations to each field. This has been performed in prior simulations of MHD turbulence investigating the inverse transfer of energy, finding that this Lorentz force term is not necessary for inverse transfer to persist\(^51\). In our simulations, if the energy spectra when decreasing with wave number were approximated as following \( k^{-n} \), the \( n \) for both fields was somewhat smaller than for an equivalent simulation with a Lorentz force.

We perform a simulation using the adjustable helicity forcing as described previously for \( \nu = 1 \) with \( \nu = 0.01 \) and Re = 74, where we have removed the Lorentz force \( (\nabla \times b) \times b \). This makes the magnetic field equation linear. Even with the Lorentz force, the non-linearity for \( b \) in the MHD equations comes entirely from \( u \). In this case, the magnetic field alone cannot produce chaos or turbulence, but this gets input from \( u \). Either the magnetic or velocity field can be perturbed individually. Both perturbations were made from identical instances of the fields. Because of the decoupling of the velocity field from the magnetic field a magnetic field perturbation would never induce a velocity perturbation but a velocity field perturbation can induce a magnetic perturbation.

When the magnetic field was perturbed with the Lorentz force removed, the magnetic field perturbation can remain relatively stable for many large eddy turnover times. The ad hoc removal of the Lorentz force is sometimes done in seed dynamo simulations, where it is argued that the magnetic field is too small to affect the velocity field. Because of this tendency, the Reynolds number used was a modest 74, otherwise
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The magnetic field has a tendency to accumulate energy indefinitely. However, in simulations which did have an unphysical exponential growth of magnetic energy, the perturbation in the magnetic field grew no faster than the magnetic field itself did.

When the velocity field was perturbed with the Lorentz force removed both magnetic and velocity fields diverged at the same rate, which agrees with our interpretation that it is the velocity field which drives the chaos.

Although the results in Fig. 3 are noisier than for hydrodynamic turbulence, this diagnostic tool of removing the Lorentz force is another result which supports our theoretical argument in Section I A. Namely, it also shows that the chaotic properties are dominated by the velocity field properties, here being the dependence on $1/\tau$ as opposed to any other timescales. This diagnostic tool also shows that the magnetic field itself is not chaotic. This is important for simulations where the Lorentz force is removed by affecting the statistics, such as in seed dynamo simulations.

In the absence of a Lorentz force, the velocity field behaves the same as in hydrodynamic turbulence. Since, by removing the Lorentz term, our results are not significantly changed, we can state that the chaos in the system with a magnetic field is not significantly different to that without it. As such, our prior assumptions that the magnetic field should not affect the chaos greatly are in agreement with our results, and are strengthened by them.

IV. DISCUSSION AND CONCLUSION

The data presented here include $Pr$ which cover three orders of magnitude. Although many of the results here are found to be independent of magnetic Prandtl number there is direct comparison with many physical systems. Here we look at some of them in turn and see how our measurements can be useful for their further study.

In toroidal plasmas, such as those found in tokamak reactors, $Pr$ is expected to be on the order of $10^{2,53}$. However, the turbulence is strongly confined and should be greatly affected by the boundary conditions, such as, an assumption of homogeneity and isotropy will not capture the full dynamics. There may be other practical reasons not to apply MHD as a model for the plasmas in tokamak reactors. Even so, the level of chaos in the system should be related to the generation of instabilities in the flow. These instabilities can affect the confinement of the plasma. As well, the level of instability should be affected by the level of inverse cascade, which is greater at increased $Rm$.

Accretion disks around black holes and neutron stars are predicted to have regions where $Pr$ is close to unity. Though these should be affected by relativistic effects, if the results in this paper extend beyond the Prandtl number range of our simulations, they may also apply to more typical accretion disks. By understanding the ratio of the dissipations, we can understand the relative importance of ion and electron heating in these systems which has an effect on the luminosity and thus their observational characteristics. In regions with greater chaos of the particles, those regions with lower Kolmogorov microscale time and lower magnetic helicity, the process of accretion should be reduced. If particles are, on average, moving together and not drifting apart exponentially, there should be a longer time for them to accrete. As such, in any accretion disk, we expect that the accretion rate should be increased by magnetic helicity and $\tau$. Indeed, simulations have shown already that accretion disks are associated with turbulent dynamo action, which is also associated with magnetic helicity. Thus, an increased accretion rate should be associated with diminution of chaos, here consistent with increased magnetic helicity.

Understanding the chaos seen in MHD turbulence is important for understanding the scope for prediction of turbulent conducting fluids. The findings here may also be applicable to coupled dynamical system where there is a direct non-linearity for only one of the fields and multiple relevant timescales.

Our extension of the Ruelle prediction to MHD that $\lambda \sim 1/\tau$ is most consistent with our own data. We conclude that this is because the MHD equations are directly non-linear only in $u$ and indirectly through the coupling for $b$. We have also confirmed previous findings that show magnetic helicity results in a diminution of chaos and further predict that a fully magnetically helical system should have zero Lyapunov exponent, although these previous findings were not found in DNS.

One of the most interesting results is the new finding that the growth of both $E_{ud}$ and $E_{ub}$ becomes linear with rates that depend on the dissipation rate of the relevant field. This may apply more generally to non-linearly coupled fields. Specifically in the case of high $Pr$, where $\varepsilon_b$ becomes dominant and $\varepsilon_u$ very small, then this has important implications for the long term predictability of galactic plasmas and magnetic fields. For high $Re$, we should expect $\lambda$ to be very large and that any small scale error should grow in size very quickly and so the the separation between the two fields will enter the linear regime very quickly. Thus, any predictability time will be dominated by $E/\varepsilon$ for the relevant field. For magnetic fields, this can become extremely large, and if there is a large amount of magnetic helicity in the system, then the predictability time of the magnetic fields can become very long.
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