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Abstract

We consider the classification of static near-horizon geometries of stationary extremal (not
necessarily BPS) black hole solutions of five dimensional Einstein-Maxwell theory coupled to
a Chern-Simons term with coupling $\xi$ (with $\xi = 1$ corresponding to supergravity). Assuming
the black holes have two rotational symmetries, we show that their near-horizon geometries are
either the direct product $AdS_3 \times S^2$ or a warped product of $AdS_2$ and compact 3d space. In the
$AdS_2$ case we are able to classify all possible near-horizon geometries with no magnetic fields.
There are two such solutions: the direct product $AdS_2 \times S^3$ as well as a warped product of $AdS_2$
and an inhomogeneous $S^3$. The latter solution turns out to be near-horizon limit of an extremal
Reissner-Nordström black hole in an external electric field. In the $AdS_2$ case with magnetic fields,
we reduce the problem (in all cases) to a single non-linear ODE. We show that if there are any
purely magnetic solutions of this kind they must have $S^1 \times S^2$ horizon topology, and for $\xi^2 < 1/4$
we find examples of solutions with both electric and magnetic fields.
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1 Introduction

The classification of all stationary black holes in higher dimensions remains a challenging open problem. A number of general results have now been proved which constrain the space of solutions. For example, in the case of asymptotically flat black holes, it has been shown that spatial sections of the horizon must be of positive Yamabe type \[1, 2\]; in five dimensions this implies \(S^3\) or \(S^1 \times S^2\) topology. It has also been shown that the event horizon must be a Killing horizon of a Killing vector field \(V\) [3] (at least in the non-extremal case). Thus the classification splits into two classes, depending on whether \(V\) is proportional to the stationary Killing field or not, which are referred to as the non-rotating and rotating cases respectively.

In the rotating case one can further prove the so-called rigidity theorem: i.e. there exists at least one rotational \(U(1)\) isometry, such that \(V = \partial_t + \sum_{i=1}^{N} \Omega_i m_i\) where \(m_i\) are set of commuting rotational Killing fields such that \(N \leq [(D-1)/2]\) and the constants \(\Omega_i\) are the angular velocities (of the horizon relative to infinity) [3, 5]. Most results on rotating black holes to date have assumed that \(N = [(D-1)/2]\), since, as in \(D = 4\), in \(D = 5\) this renders the Einstein equations integrable. This has allowed many of the methods used in \(D = 4\), such as solution-generating methods, to be extended to \(D = 5\).

Asymptotically flat non-rotating non-extremal black holes of Einstein-Maxwell theory can be shown to be static [6]. Their classification thus reduces to determining all static solutions. In the vacuum this has been accomplished, proving the uniqueness of higher dimensional Schwarzschild within the class of asymptotically flat, vacuum, static black holes [7]. In Einstein-Maxwell theory it has been shown that the Reissner-Nordström black hole is the unique asymptotically flat static black hole assuming there are no magnetic fields (i.e. the gauge field is purely electric) [8]. In four dimensions, without loss of generality one can dualise between electric and magnetic fields to set the magnetic field to zero. However, in higher dimensions this is no longer the case and thus the classification of asymptotically flat, non-extremal static black holes in higher dimensional Einstein-Maxwell theory is incomplete.

A further complication arises in odd dimensions as one can couple this theory to a Chern-Simons (CS) term. In fact, for a special value of the CS coupling this theory is the bosonic sector of minimal ungauged supergravity, which can be embedded straightforwardly in string theory. It should be pointed out when one has a CS term, non-rotating does not imply static (e.g. BMPV [12] and the supersymmetric black ring [13]), and thus the classification problem in such theories would require even more work.

It is also of interest to consider the classification problem for extremal black holes. In four dimensions, asymptotically flat static extremal black hole solutions of Einstein-Maxwell theory [9] have been classified and in the case of a connected horizon the only possibility is extremal Reissner-Nordström [3]. It has been argued [10, 11] this result extends to higher dimensional Einstein-Maxwell theory. In any case, as in the non-extremal case, it was assumed there were no magnetic fields, and thus the classification of such black holes is an open problem.

It is the purpose of this paper to address the systematic study of extremal (not necessarily supersymmetric) black holes in five dimensional Einstein-Maxwell theory allowing for a CS term with coupling \(\xi\). In our analysis we will consider arbitrary \(\xi\), with special focus on minimal supergravity \(\xi = 1\) and pure Einstein-Maxwell \((\xi = 0)\). The restriction to extremal black holes allows us to further simplify the problem by considering the classification of their near-horizon geometries. In fact for \(\xi = 1\) the classification of near-horizon geometries of supersymmetric black holes was previously achieved in [14]. We will thus be concerned with non-supersymmetric extremal black holes. In fact, the classification of 5d extremal vacuum black holes with \(R \times U(1)^2\) was recently achieved [15], and

---

1For partial results in the extremal case, see [4].
2As far as we are aware, it has not been shown that non-rotating implies static for this class of solutions.
3The general case is given by the Majumdar-Papapetrou black hole [9].

---
these are also solutions to the theory in question with vanishing Maxwell field. Hence, it remains to classify non-supersymmetric near-horizon geometries with a non-trivial Maxwell field – these can be thought of as interpolating between the supersymmetric ones and the vacuum ones. It turns out this is a significantly more challenging problem. We will therefore restrict attention to static near-horizon geometries in this paper and in a future article consider the remaining more general set of stationary but non-static near-horizon geometries. Note that static near-horizon geometries can arise as near-horizon limits of both static and stationary non-static extremal black holes [16].

The analogous problem in four dimensions has previously been solved [9,17] (and in fact the non-static axisymmetric [17, 18] and the supersymmetric [19] cases have also been solved). The result is that the most general static near-horizon geometry (with spatially compact horizon sections) of Einstein-Maxwell theory is the simple direct product $\text{AdS}_2 \times S^2$. This is, of course, the near-horizon limit of asymptotically flat extremal Reissner-Nordström. In five dimensions there exist two obvious generalisations of this: the direct products $\text{AdS}_2 \times S^3$ and $\text{AdS}_3 \times S^2$ (spatial compactness of the horizon requires one to take a quotient of the $\text{AdS}_3$ case). These are solutions for all values of the CS coupling $\xi$ and are in fact both maximally supersymmetric in minimal supergravity ($\xi = 1$) just as $\text{AdS}_2 \times S^2$ is maximally supersymmetric in 4d [20]. Furthermore they also both arise as near-horizon limits of known asymptotically flat extremal black holes: 5d electric Reissner-Nordström (for any $\xi$) and the supersymmetric black ring ($\xi = 1$) respectively. The question this paper will address is whether there are any other static near-horizon geometries (with spatially compact horizons) in such five dimensional theories. We find that this is indeed the case.

One source of complication, mentioned above, is that in five dimensions the electric and magnetic fields are not related by duality transformations as in four dimensions. Therefore a full treatment requires considering both fields. Surprisingly, even in the absence of a magnetic field the situation is more complicated than in four dimensions. We have classified such near-horizon geometries assuming the full black hole has $R \times U(1)^2$ isometry. It turns out that in addition to $\text{AdS}_2 \times S^3$ one can also have another solution which is a warped product of $\text{AdS}_2$ and an inhomogeneous $S^3$. This solution in fact corresponds to the near-horizon limit of extremal RN in a background electric field (which can be generated by a Harrison transformation). The analogous solution in 4d suffers from conical singularities.

We also find that the classification problem is substantially more challenging with magnetic fields turned on. We are not able to provide a general classification of static near-horizon geometries even assuming rotational symmetries. However we can show that in the purely magnetic case one must have $S^1 \times S^2$ horizon topology. One such solution is of course $\text{AdS}_3 \times S^2$. The other possibilities correspond to (possibly) warped products of $\text{AdS}_2$ and $S^1 \times S^2$. We find evidence for the non-existence of such solutions. The final possibility corresponds to having both electric and magnetic fields present. For $0 \leq \xi^2 < 1/4$ we find some examples. In pure Einstein-Maxwell there is the simple direct product $\text{AdS}_2 \times S^1 \times S^2$ which is the near-horizon limit of an extremal black string (this can be constructed by oxidising the $Q = \pm P$ RN to 5d). For $0 < \xi^2 < 1/4$ the examples we find all have $S^3$ horizon topology. We find no examples of this kind for $\xi^2 \geq 1/4$.

This paper is organised as follows. In Section 2 we present the near-horizon equations to be solved, which arise from decomposing the Einstein-Maxwell-CS equations on spatial cross sections of the horizon. In section 2 we also define an invariant notion of the electric and magnetic fields. Section 3 contains general results on static near-horizon geometries and in Section 4 we focus on static geometries with $U(1)^2$ rotational symmetry. Section 5 provides a summary of our results. Finally, we provide an Appendix which contains the near-horizon geometry of extremal Reissner-Nordström immersed in a background electric field.
2 Near-horizon equations

We will consider solutions of $D = 5$ Einstein-Maxwell theory coupled to a Chern-Simons term. The field equations are

$$R_{\mu\nu} = T_{\mu\nu} = 2 \left( F^\delta_{\mu} F_{\nu\delta} - \frac{1}{6} g_{\mu\nu} F^2 \right)$$

$$d \ast F + \frac{2 \xi}{\sqrt{3}} F \wedge F = 0, \quad dF = 0$$

where $F$ is the Maxwell two form and we write $F = dA$. We will be mainly interested in the cases $\xi = 0$ and $\xi = 1$ which correspond to pure Einstein-Maxwell and the bosonic sector of minimal ungauged supergravity respectively.

We will assume that the event horizon of a five dimensional stationary extremal black hole solution must be a Killing horizon of a Killing vector field $V$ (see [4] for partial results). In a neighbourhood of such a Killing horizon we can always introduce Gaussian null coordinates $(v, r, x^a)$ such that $V = \partial/\partial v$, the horizon is at $r = 0$ and $x^a$ ($a = 1, 2, 3$) are coordinates on $\mathcal{H}$, a spatial section of the horizon. We will assume that $\mathcal{H}$ is a three-dimensional compact manifold without boundary. The black hole metric and Maxwell field in these coordinates are

$$ds^2 = r^2 F(r, x) dv^2 + 2 dv dr + 2 r h_a(r, x) dv dx^a + \gamma_{ab}(r, x) dx^a dx^b$$

$$F = F_{vr} dv \wedge dr + F_{ra} dr \wedge dx^a + F_{va} dv \wedge dx^a + \frac{1}{2} F_{ab} dx^a \wedge dx^b .$$

The near-horizon limit [14, 16] is obtained by taking the limit $v \to v/\epsilon$, $r \to \epsilon r$ and $\epsilon \to 0$. The resulting metric is

$$ds^2 = r^2 F(x) dv^2 + 2 dv dr + 2 r h_a(x) dv dx^a + \gamma_{ab}(x) dx^a dx^b$$

where $F$, $h_a$, $\gamma_{ab}$ are a function, a one-form, and a Riemannian metric respectively, defined on $\mathcal{H}$. In general the Maxwell field [11] does not admit a near-horizon limit due to the $F_{va}$ component. However, we can use the field equations to show that it must for solutions of the field equations. It is well known that for a Killing horizon $\mathcal{N}$ of $\xi$ one must have $R_{\mu\nu} \xi^\mu \xi^\nu|_{\mathcal{N}} = 0$. Taking $\mathcal{N}$ to be the event horizon with $\xi = V$, and using (1) one finds:

$$R_{\mu\nu} \xi^\mu \xi^\nu|_{\mathcal{N}} = 2 \gamma^{ab} F_{va} F_{vb} |_{r=0}$$

which implies $F_{va} = 0$ at $r = 0$. It follows (assuming analycity) that $F_{va} = r \tilde{F}_{va}$ for some regular functions $\tilde{F}_{va}$. This guarantees that the near-horizon limit of the Maxwell field always exists, and is given by:

$$F = F_{vr} dv \wedge dr + r \tilde{F}_{va} dv \wedge dx^a + \frac{1}{2} F_{ab} dx^a \wedge dx^b.$$
that satisfy (11) and (12). A lengthy calculation reveals that the spacetime field equations are equivalent to the following set of equations on $\mathcal{H}$:

$$\begin{align*}
R_{ab} &= \frac{1}{2} h_a h_b - \nabla (a h_b) + 2 \hat{F}_{ac} \hat{F}_{bd} \gamma^{cd} + \frac{1}{2} \Delta^2 \gamma_{ab} - \frac{\gamma_{ab}}{3} \hat{F}^2 \\
F &= \frac{1}{2} h_a h^a - \frac{1}{2} \nabla_a h^a - \Delta^2 - \frac{\hat{F}^2}{3} \\
d \ast_3 \hat{F} &= - \ast_3 i_h \hat{F} - \frac{\sqrt{3}}{2} \ast_3 (d \Delta - \Delta h) + 2 \xi \Delta \hat{F}.
\end{align*}$$

(9) (10) (11)

where $R_{ab}$, $\nabla$ and $\ast_3$ are the Ricci tensor, the covariant derivative and Hodge dual of the 3d metric $\gamma_{ab}$. In particular, (9) is the $ab$ component of the Einstein equations, (10) is the $vr$ component, and (11) is the Maxwell equation, all written covariantly on $\mathcal{H}$. It can be shown that the rest of the Einstein equations are satisfied as a consequence of the above set of equations. We have not been able to solve these equations in general (indeed without the assumption of symmetries this has not been even done in the pure vacuum case [15]). It will be useful for later purposes to note that the contracted Bianchi identity $\nabla_a (R_{ab} - \frac{1}{2} \gamma_{ab} R) = 0$ is equivalent to

$$\nabla_a F = F h_a + 2 h^b \nabla (a h_b) - \nabla^b \nabla (a h_b) - \sqrt{3} \left( \hat{F}_{ab} + \frac{\sqrt{3}}{2} \Delta \gamma_{ab} \right) \left( \nabla^b \Delta - h^b \Delta \right).$$

(12)

In this paper we will focus on solving the near-horizon equations for static near-horizon geometries.

Before moving on it will be useful to introduce an invariant notion of electric and magnetic fields associated with the Maxwell field $\mathcal{F}$. We define the electric field $\mathcal{E}$, which is a 1-form, by

$$\mathcal{E} = -i_V \mathcal{F}.$$  

(13)

and the magnetic field $\mathcal{B}$, which is a 2-form, by

$$\mathcal{B} = i_V \ast \mathcal{F}.$$  

(14)

In fact, the Maxwell field may be completely reconstructed from the fields $\mathcal{E}, \mathcal{B}$:

$$\mathcal{F} = -\frac{1}{\sqrt{2}} [V \wedge \mathcal{E} + \ast (V \wedge \mathcal{B})].$$  

(15)

Using the invariance of the Maxwell field $L_V \mathcal{F} = 0$ and the Bianchi identity it follows that $d \mathcal{E} = 0$ and therefore locally in the spacetime one can always introduce the electric potential $\Phi$ such that $\mathcal{E} = d \Phi$. For $\xi = 0$ a similar argument shows that $\mathcal{B} = d \Psi$ for some 1-form potential $\Psi$ which we call the magnetic potential. For a near-horizon geometry we may compute the electric and magnetic fields in terms of the near-horizon data $(\mathcal{F}, h_a, \gamma_{ab}, \Delta, \hat{F})$. We find

$$\mathcal{E} = \frac{\sqrt{3}}{2} d(r \Delta)$$

(16)

and therefore

$$\Phi = \frac{\sqrt{3}}{2} r \Delta + \Phi_H$$

(17)

where $\Phi_H$ is a constant corresponding to the electric potential on the horizon. Also we find

$$\mathcal{B} = d r \wedge \ast_3 \hat{F} - r \left( \frac{\sqrt{3}}{2} \ast_3 (d \Delta - h \Delta) + \ast_3 i_h \hat{F} \right) = d (r \ast_3 \hat{F}) - 2 \xi r \Delta \hat{F}$$

(18)

where the second equality follows from the near-horizon Maxwell equation (11). Therefore when $\xi = 0$ we have $\Psi = r \ast_3 \hat{F} + d \lambda$ for some function $\lambda$. The expression for $\mathcal{E}$ and $\mathcal{B}$ allow us to deduce the following important facts for a near-horizon geometry:

*Typically one defines the electric and magnetic fields with respect to the stationary Killing field rather than the co-rotating one. Of course for non-rotating black holes there is no difference.*
• A near-horizon geometry has vanishing electric field (i.e. \( E \equiv 0 \)) if and only if \( \Delta \equiv 0 \).

• A near-horizon geometry has vanishing magnetic field (i.e. \( B \equiv 0 \)) if and only if \( \hat{F} \equiv 0 \).

3 Static near-horizon geometries

A static near-horizon geometry is defined as one for which the Killing field normal to the event horizon is hypersurface orthogonal, i.e. \( V \wedge dV = 0 \) everywhere. In [16] it was shown that in terms of the metric near-horizon data this is equivalent to \( dF = hF \) and \( dh = 0 \). One can derive an analogous constraint for the Maxwell field [17]. Defining the twist one-form \( \omega = \frac{1}{2} \ast (V \wedge dV) \), one can check \( d\omega = -\ast (V \wedge R(V)) \) where \( R(V)_\mu = R_{\mu\nu}V^\nu \). Therefore a static near-horizon must be Ricci-static, i.e. \( V \wedge R(V) = 0 \). One can check that a near-horizon geometry is Ricci-static if and only if \( d\Delta = h\Delta \). Therefore any static near-horizon geometry must satisfy \( d\Delta = h\Delta \).

We will solve these staticity conditions assuming \( \mathcal{H} \) is a closed manifold – we will see that their solution depends on the topology of \( \mathcal{H} \). Since \( dh = 0 \), Hodge’s decomposition theorem tell us we can write \( h = \beta + d\lambda \) where \( \beta \) is a globally defined harmonic 1-form (equivalently \( d\beta = 0 = \nabla_a \beta^a \)), \( \lambda \) is a globally defined function. The analysis splits into two depending on whether \( \beta \equiv 0 \) or not. If \( H^1(\mathcal{H}) = 0 \) then there are no harmonic 1-forms so \( \beta \equiv 0 \). However note that if \( H^1(\mathcal{H}) \neq 0 \) one could still have \( \beta \equiv 0 \).

3.1 AdS\(_2\) near-horizon geometries

In this section we analyse the \( \beta \equiv 0 \) case (which includes the \( H^1(\mathcal{H}) = 0 \) case); we will show that the corresponding near-horizon geometry is always a (possibly warped) product of AdS\(_2\) with \( \mathcal{H} \).

Since \( \beta \equiv 0 \) we have \( h = d\lambda \). The staticity conditions are easily solved to give \( F = F_0 \psi^2 \) and \( \Delta = e\psi^{-2} \) where we have defined the globally defined function \( \psi = \exp(-\lambda/2) \) and \( F_0, e \) are constants of integration. The general near-horizon equations in this case simplify and can be written as:

\[
\psi R_{ab} = 2\nabla_a \nabla_b \psi + \frac{e^2 \gamma_{ab}}{2\psi^3} + \psi \left( 2\hat{F}_{ac} \hat{F}_{bd} \gamma^{cd} - \frac{\gamma_{ab}}{3} \hat{F}^2 \right) \tag{19}
\]

\[
F_0 = \frac{1}{2} \nabla^2 \psi^2 - \frac{e^2 \psi^2 \hat{F}^2}{3} \tag{20}
\]

\[
d(\psi^2 \ast_3 \hat{\mathcal{F}}) - 2\xi e \hat{F} = 0 \tag{21}
\]

In the pure vacuum case \( e = 0 \) and \( \hat{\mathcal{F}} \equiv 0 \), assuming compactness of \( \mathcal{H} \) greatly simplifies the problem and it has been shown this implies \( \psi = \text{const} \), \( F_0 = 0 \) and \( R_{ab} = 0 \) – this corresponds to a near-horizon geometry \( R^{1,1} \) times a Ricci flat 3d space [21]. We will focus on solutions to these equations with non-zero spacetime Maxwell field, i.e. such that not both \( e = 0 \) and \( \hat{\mathcal{F}} \equiv 0 \). Notice that integrating \( \text{(20)} \) over \( \mathcal{H} \) then implies that \( F_0 < 0 \) and thus we can introduce a positive constant \( C \) such that \( F_0 = -C^2 \). The near-horizon geometry is a (warped) product of AdS\(_2\) and \( \mathcal{H} \). This can be seen by defining a new radial variable \( r \rightarrow \psi^2 r \) in terms of which the full near-horizon geometry is

\[
ds^2 = \psi^2 (-C^2 r^2 dv^2 + 2dvdr) + \gamma_{ab} dx^a dx^b \tag{22}
\]

We will now make some general observations regarding solutions to these equations.

3.1.1 Electric case

Firstly note that in the case of vanishing magnetic field (i.e. \( \hat{\mathcal{F}} \equiv 0 \)) and \( \psi = \text{const} \) everywhere (i.e. \( h \equiv 0 \)), then \( \mathcal{H} \) is a positive curvature Einstein space and thus its metric must be locally isometric.
to a round $S^3$. The near-horizon geometry is simply the familiar solution $AdS_2 \times S^3$. One might be tempted to conjecture that this is the only solution with no magnetic field (as $AdS_2 \times S^2$ is in 4d). In fact we will show there are other more non-trivial solutions of this kind by explicitly classifying all possibilities with $U(1)^2$ symmetry.

### 3.1.2 Magnetic case

Suppose $e = 0$. Then one can solve the Maxwell equation $\psi^2 \ast_3 \hat{F} = d\chi$ for some (locally defined) function $\chi$. If $H^1(\mathcal{H}) = 0$ then $\chi$ is a globally defined function on $\mathcal{H}$. This allows us to show if $\psi$ is a constant then $H^1(\mathcal{H}) \neq 0$ as follows. If $\psi$ is a constant then $\hat{F}^2$ is constant and thus $|d\chi|^2$ is constant. But since $\chi$ is a function on a closed manifold it must have a maximum (and minimum) somewhere, i.e. $d\chi = 0$ somewhere. It follows that $d\chi \equiv 0$ everywhere and thus $\hat{F} \equiv 0$. This shows that there are no purely magnetic solution with $\psi$ constant and $H^1(\mathcal{H}) = 0$ horizon topology (which includes $S^3$). Further, since when $\psi$ is constant $R = \hat{F}^2 > 0$ (i.e. the horizon is positive Yamabe) in this case it follows that $\mathcal{H} = S^1 \times S^2$. It would be interesting if this result could be strengthened by removing the assumption that $\psi$ is constant. In fact later by assuming $U(1)^2$ symmetry we will show that the horizon of a purely magnetic solution must be $S^1 \times S^2$ topology without assuming $\psi$ is constant (and in fact there are none with such symmetry and $\psi$ constant). We should emphasise we have not found any examples of geometries in this class and it is possible that they do not exist.

### 3.1.3 Electro-magnetic case

We have gathered some general results for when both electric and magnetic fields are present and the CS coupling $\xi \neq 0$. In particular the near-horizon Maxwell equation, together with compactness of $\mathcal{H}$, can be used to establish an interesting simplification of these equations in the case $\xi e \neq 0$.

**Lemma 1:** Consider $\xi e \neq 0$ and assume $\hat{F}$ is not identically zero. Assume $\mathcal{H}$ is compact (in fact closed and orientable). Then the function $\psi$ is constant.

**Proof:** The proof employs the Maxwell equation (21) together with Hodge theory on $\mathcal{H}$. The Hodge theorem for $p$-forms states that the Laplacian $\Delta_H = d\ast d + d\ast d$, where $d\ast = \ast_3 d\ast_3$ is the adjoint of $d$ under the inner product $(\alpha, \beta) = \int_H (\ast_3 \alpha) \wedge \beta$, possesses an orthonormal set of eigen-forms $\omega_n$, so that $\Delta_H \omega_n = \lambda_n \omega_n$ (with $\lambda_n \geq 0$) and $(\omega_n, \omega_n) = \delta_{nm}$ [22]. In general the multiplicity of each eigenvalue may be greater than one, but must be finite which we denote by $\text{mult}(\lambda_n)$. Now, note that (21) can be written as $L \hat{F} = \ell \hat{F}$ where we have defined the operator $L \equiv d\ast_3 = \ast_3 d\ast_3$, the two form $\hat{F} \equiv \psi^2 \hat{F}$ and the function $\ell \equiv 2\xi e \psi^{-2}$. In fact, the operator $L$ is self-adjoint and commutes with $\Delta_H$ and thus defines a self-adjoint map on each eigenspace $V_n = \{ \omega \in \Lambda^2(\mathcal{H})| \Delta_H \omega = \lambda_n \omega \}$. Since $\dim V_n = \text{mult}(\lambda_n)$ is finite dimensional, $L$ can be diagonalised within it and thus $L\omega_n^i = \beta_n^i \omega_n^i$ for $i = 1, \ldots \text{mult}(\lambda_n)$ (where the eigenvalues $\beta_n^i$ are constants of course) with $(\omega_n^i, \omega_n^j) = \delta_{ij}$. Thus, expanding $\hat{F} = \sum_n f_n^i \omega_n^i$, the equation $L \hat{F} = \ell \hat{F}$ is simply $f_n^i \beta_n^i = \ell f_n^i$ (no sum). Since by assumption there is at least one $f_n^i \neq 0$ (otherwise $\hat{F} \equiv 0$) it follows that $\ell$ is a constant. Finally, since $\ell = 2\xi e / \psi^2$ it follows that if $\xi e \neq 0$ then $\psi$ is a constant which proves the Lemma.

Let us persist with the case $\xi e \neq 0$. One can rewrite the Maxwell equation (21) by defining

$$\hat{A} \equiv \frac{\psi^2}{2\xi e} \ast_3 \hat{F}$$

so the Maxwell equation reads $d\hat{A} = \hat{F}$ – i.e. $\hat{A}$ is a globally defined potential. The near-horizon
equations can be rewritten in terms of $A$ and for $\psi = \text{const}$ are simply

\[ R_{ab} = \frac{\Delta^2 \gamma_{ab}}{2} + 8 \Delta^2 \xi^2 \left( \frac{2}{3} A_c \hat{A}^c \hat{\gamma}_{ab} - \hat{A}_a \hat{A}_b \right) \]  

(24)

\[ F = -\Delta^2 - \frac{8 \Delta^2 \xi^2 \hat{A}_c \hat{A}^c}{3} \]  

(25)

\[ d \hat{A} = 2 \xi \Delta \ast_3 \hat{A} \]  

(26)

where we have rewritten things in terms of the constant functions $\Delta = e^{\psi - 2}$ and $F = F_0 e^{\psi - 2}$. From equation (25) it follows that $\hat{A}^2$ is a constant. If $\hat{A}^2 = 0$ then $\hat{F} \equiv 0$ and thus here we assume $\hat{A}^2 > 0$. Also note that $d \ast_3 \hat{A} = 0$ and thus $\Delta_H \hat{A} = (2\xi \Delta)^2 \hat{A}$. Thus $\hat{A}$ is an eigen 1-form of the Laplacian (or equivalently $\hat{F}$ is an eigen 2-form): it follows that $\hat{A} = \text{const} \omega_n$ and $(2\xi \Delta)^2 = \lambda_n$ (see above proof for definitions) for some $n$. We now look for solutions to this system of equations (for convenience we drop the “hats” on $A$).

Lemma 2: Consider $\xi e \neq 0$ and $\psi = \text{const}$. Assume $A^2 \neq 0$ and that $A^a$ is a Killing vector field. If $\xi^2 \geq 1/4$ there are no solutions to the system (24), (25) and (26). If $0 < \xi^2 < 1/4$ the metric on $H$ is locally isometric to a homogeneously squashed metric on $S^3$.

Proof: Introduce a coordinate so $A = \partial/\partial z$ and thus the metric on $H$ is

\[ \gamma_{ab} dx^a dx^b = A^2 (dz + \tilde{\alpha}_a dx^a)^2 + \bar{g}_{ab} dx^a dx^b \]  

(27)

where $\tilde{\alpha}$ and $\bar{g}$ are a 1-form and metric depending only on the coordinates $\bar{x}^a$ of the 2d space formed by quotienting by the action generated by $A$. The horizon equations (24) reduced on this 2d space are:

\[ A^2 \bar{\nabla}_{[a} \bar{\alpha}_{b]} \bar{\nabla}^{[a} \bar{\alpha}^{b]} = \Delta^2 \left( \frac{1}{2} - \frac{8 \xi^2 A^2}{3} \right) \]  

(28)

\[ A^2 \bar{\nabla}^b \bar{\nabla}_{[a} \bar{\alpha}_{b]} + \tilde{\alpha}_a A^2 \bar{\nabla}^{[c} \bar{\alpha}_{d]} \bar{\nabla}_{c d]} = \Delta^2 A^2 \left( \frac{1}{2} - \frac{8 \xi^2 A^2}{3} \right) \tilde{\alpha}_a \]  

(29)

\[ \bar{R}_{ab} + \tilde{\alpha}_a A^2 \bar{\nabla}^c \bar{\nabla}_{b[c] \bar{\alpha}_{d]} + \tilde{\alpha}_b A^2 \bar{\nabla}^c \bar{\nabla}_{a[c] \bar{\alpha}_{d]} + \tilde{\alpha}_a \tilde{\alpha}_b A^4 \bar{\nabla}^{[c} \bar{\alpha}_{d]} \bar{\nabla}_{c d]} = 2 A^2 \bar{g}^{c d} \bar{\nabla}_{[c} \bar{\alpha}_{d]} + \Delta^2 A^2 \left( \frac{1}{2} - \frac{8 \xi^2 A^2}{3} \right) \tilde{\alpha}_a \tilde{\alpha}_b + \Delta^2 \left( \frac{1}{2} + \frac{16 \xi^2 A^2}{3} \right) \bar{g}_{ab} \]  

(30)

where $\bar{\nabla}$ and $\bar{R}_{ab}$ are the metric connection and Ricci tensor associated to $\bar{g}_{ab}$. Also note that the Maxwell equation (26) reads $(A^2)^{1/2} \bar{\nabla}_{[a} \bar{\alpha}_{b]} = \xi \Delta \bar{\epsilon}_{ab}$, where $\bar{\epsilon}$ is the volume form associated with $\bar{g}$, and thus equation (28) implies $A^2 = 3(1 - 4\xi^2)/(16\xi^2)$ (and equation (29) is automatic). It follows that solutions only exist for $\xi^2 < 1/4$. In this case the equation on the 2d space reduce to just

\[ \bar{R}_{ab} = \Delta^2 \left( \frac{1}{2} + 2 \xi^2 + \frac{16 \xi^2 A^2}{3} \right) \bar{g}_{ab} \]  

(31)

and so the metric $\bar{g}_{ab}$ is locally isometric to the round metric on $S^2$. Further, since $d\bar{\alpha} = \frac{2\xi A}{(A)^{1/2} \bar{\epsilon}}$ we see that the metric on $H$ is locally isometric to a homogeneous metric on $S^3$.

In view of this Lemma it is tempting to wonder whether one can show that $A$ must always be Killing when $\psi$ is constant. In fact for special values of the CS coupling $0 < \xi^2 < 1/4$ we will find examples showing this is not the case. The results are all consistent though with the possible non-existence of near-horizon geometries with compact $H$ and both electric and magnetic fields non-vanishing for $\xi^2 \geq 1/4$ (which includes minimal supergravity).
Finally let us comment on the \( \xi = 0 \) theory. As in the purely magnetic case the Maxwell equation can be solved \( \psi^2 \star_3 \mathcal{F} = d\chi \) for some function \( \chi \). By the same argument as in the purely magnetic case one can show that if \( \psi \) is a constant then \( \mathcal{H} = S^1 \times S^2 \). As we will show later, by assuming \( U(1)^2 \) symmetry we can show this case corresponds to a direct product AdS\(_2 \times S^1 \times S^2 \). However, since Lemma 1 does not apply when \( \xi = 0 \) it is unclear whether \( \psi \) must be a constant and thus whether this is the most general solution with \( U(1)^2 \) symmetry.

### 3.2 AdS\(_3 \) near-horizon geometries

In this section we analyse the \( \beta \) non-vanishing case so \( h = \beta + d\lambda \). This case can only occur if \( H^1(\mathcal{H}) \neq 0 \). We should point out that we have not shown in general that such near-horizon geometry must contain an AdS\(_3 \) factor – later assuming a \( U(1)^2 \) symmetry we do show this is the case though.

Using compactness, the staticity conditions, when \( \beta \) is non-vanishing, may be completely solved. The crucial result is the following:

**Lemma 3:** Let \( \Phi \) be a function on \( \mathcal{H} \) which satisfies \( d\Phi = h\Phi \) and \( H^1(\mathcal{H}) \neq 0 \). Suppose \( \beta \neq 0 \) at some point \( p \) in \( \mathcal{H} \). Then \( \Phi \equiv 0 \) everywhere on \( \mathcal{H} \).

**Proof:** Writing \( h = \beta + d\lambda \) it is easy to show that \( d\Phi = h\Phi \) is equivalent to \( d\tilde{\Phi} = \beta\tilde{\Phi} \) where \( \tilde{\Phi} = \exp(-\lambda)\Phi \). Since \( \nabla_a \beta^a = 0 \) it follows that \( \nabla^2 \tilde{\Phi} = \beta_a \beta^a \tilde{\Phi} \). Since \( \mathcal{H} \) is a closed manifold this implies \( \int_{\mathcal{H}} (|\nabla \tilde{\Phi}|^2 + \beta^2 \tilde{\Phi}^2) = 0 \) and thus \( \tilde{\Phi} \) is a constant function an \( \beta^2 \tilde{\Phi}^2 \equiv 0 \). Evaluating \( \beta^2 \tilde{\Phi}^2 \) at \( p \) we deduce that \( \tilde{\Phi} \equiv 0 \) on \( \mathcal{H} \).

This result tells us that as long as \( \beta \) does not vanish everywhere then the solution to the staticity conditions is \( F \equiv 0 \) and \( \Delta \equiv 0 \). The latter condition is equivalent to vanishing electric field. In this case the near-horizon equations simplify to (again defining \( \psi = \exp(-\lambda/2) \)):

\[
\begin{align*}
\psi R_{ab} &= 2\nabla_a \nabla_b \psi - 2\beta_{(a} \nabla_{b)} \psi + \psi \left( \frac{1}{2} \beta_a \beta_b - \nabla_{(a} \beta_{b)} \right) + \psi \left( 2\hat{\mathcal{F}}_{ac} \hat{\mathcal{F}}_{bd} \gamma^{cd} - \frac{\gamma_{ab}}{3} \hat{\mathcal{F}}^2 \right) \\
\nabla^2 \psi^2 - 2 (d\psi \cdot \beta) + \psi^2 \left( \beta^2 - \frac{2\hat{\mathcal{F}}^2}{3} \right) &= 0 \\
d(\psi^2 \star_3 \hat{\mathcal{F}}) &= -\psi^2 \star_3 i_\beta \hat{\mathcal{F}}.
\end{align*}
\]

We wish to solve these equations. In the pure vacuum case \( \hat{\mathcal{F}} \equiv 0 \), integrating equation (33) over \( \mathcal{H} \) (and using \( \nabla_a \beta^a = 0 \)) implies \( \beta \equiv 0 \) everywhere contradicting our starting assumption. Therefore there are no vacuum near-horizon geometries in this class – this is consistent with the results of [21].

We thus focus on solutions with \( \hat{\mathcal{F}} \neq 0 \).

Using (32) one can show that

\[
R_{ab} \beta^a \beta^b = 2\psi^{-1} \beta^a \nabla_a (\beta \cdot d\psi) - 2\psi^{-1} \beta^2 (\beta \cdot d\psi) - \psi^{-1} \nabla^b \beta^2 \nabla_b \psi + \frac{1}{2} \beta^2 \left( \beta^2 - \frac{2}{3} \hat{\mathcal{F}}^2 \right) + 2(i_\beta \hat{\mathcal{F}})^2 - \frac{1}{2} \beta^a \nabla_a \beta^2
\]

which allows one to establish:

\[
\nabla^2 \beta^2 + \left( \beta^a + 2\psi^{-1} \nabla^a \psi \right) \nabla_a \beta^2 = 2\nabla_a \beta_b \nabla^a \beta^b + \beta^2 \left( \beta^2 - \frac{2}{3} \hat{\mathcal{F}}^2 \right) + 4(i_\beta \hat{\mathcal{F}})^2 + 4\psi^{-1} (\beta^a \nabla_a (\beta \cdot d\psi) - \beta^2 (\beta \cdot d\psi) \right).
\]

\[36\]
This allows us to show that if \( \psi \) (i.e. \( \lambda \)) is constant then \( \beta \) is a Killing field (in fact covariantly constant). This can be seen as follows. Equation (33) implies \( \beta^2 = \frac{2}{3} \bar{F}^2 \). Then (36) tells us that \( \nabla^2 \beta + \beta^2 \nabla_a \beta^2 \geq 0 \) and hence by the maximum principle \( \beta^2 \) is constant. Then (36) implies \( \nabla_a \beta_b = 0 \) and \( i_\beta \bar{F} = 0 \). This case can then be completely solved. Noting that \( d \beta = 0 \), so \( \beta \) is hypersurface \( \nabla \), we can introduce coordinates \((z, \bar{x}^a)\) on \( \mathcal{H} \) so \( \beta = \partial/\partial z \) and

\[
\gamma_{ab} dx^a dx^b = \beta^2 dz^2 + \bar{g}_{ab} d\bar{x}^a d\bar{x}^b, \quad \bar{F} = \frac{1}{2} \bar{F}_{ab} d\bar{x}^a \wedge d\bar{x}^b. \tag{37}
\]

We may now reduce the equations onto the 2d space orthogonal to \( \beta \). Note that we must have \( F = f \bar{e}_2 \) for some function \( f \), where \( \bar{e}_2 \) is the volume form of \( \bar{g} \). But \( \beta^2 = \frac{2}{3} \bar{F}^2 \) implies \( f^2 = 3\beta^2/4 \) which is a constant. The Ricci equation reduces to \( \bar{R}_{ab} = \beta^2 \bar{g}_{ab} \) and thus \( \bar{g}_{ab} \) is simply the round metric on \( S^2 \). The full near-horizon geometry in this case is

\[
ds^2 = 2 dv dr + 2 r \beta^2 dz dv + \beta^2 dz^2 + \bar{g}_{ab} d\bar{x}^a d\bar{x}^b, \quad \bar{F} = \pm \frac{\sqrt{3/2}}{2} \bar{e}_2 \tag{38}
\]

which is locally isometric to the direct product \( AdS_3 \times S^2 \).

One might suspect that this is in fact the only solution in this class with a compact horizon although we have not been able to prove this. In fact, later we will show that this is the only regular solution with \( \beta \neq 0 \), compact horizon sections and a \( U(1)^2 \) symmetry (i.e. \( \psi \) must be constant under these assumptions). It would be interesting to prove this without the assumption of \( U(1)^2 \) symmetry.

### 4 Static near-horizon geometries with rotational symmetries

We will now restrict consideration to near-horizon geometries of stationary extremal black hole solutions which admit two commuting rotational Killing vector fields. That is, black hole solutions with an isometry group \( R \times U(1)^2 \) which also leaves the Maxwell field \( \mathcal{F} \) invariant. Denote the generators of the \( U(1)^2 \) isometry by \( m_i \) for \( i = 1, 2 \), and introduce coordinates adapted to these so that \( m_i = \partial/\partial \phi^i \) with \( \phi^i \sim \phi^i + 2\pi \). Recall that a standard argument (e.g. [23]) shows that \( \mathcal{F}(m_1, m_2) \) is constant, and furthermore this constant must be zero if at least one combination of the \( m_i \) must vanish somewhere (as will be the case for the horizon topologies of interest). The near-horizon limit of such black hole solutions inherits the \( U(1)^2 \) symmetry. It follows that the near-horizon data \((\mathcal{F}, \gamma_{ab}, h_a, \Delta, \mathcal{F})\) are all invariant under the \( m_i \). Therefore the \( m_i \) are also Killing fields of the horizon metric \( \gamma_{ab} \). It turns out that the only allowed topologies of closed-3 manifolds admitting an effective \( U(1)^2 \) symmetry are \( T^3, S^3, L(p,q) \) (Lens spaces) and \( S^1 \times S^2 \) [24,25]. From now on we will assume non toroidal horizon topology.

This allows us to introduce canonical coordinates on the horizon as follows. Define the 1-form \( \Sigma = i_{m_1} i_{m_2} \epsilon_3 \), where \( \epsilon_3 \) is the volume form associated to the 3-metric \( \gamma_{ab} \). \( \Sigma \) is closed as a consequence of \( m_i \) being Killing fields. It follows that for the topologies on interest, there exists a globally defined function \( \sigma \) such that \( \Sigma = d\sigma \) [15]. From these definitions one can show that \((d\sigma)^2 = \det [m_i \cdot m_j] \) and \( m_i \cdot d\sigma = 0 \). Therefore we learn that \( d\sigma = 0 \) if and only if one (or a combination) of the \( m_i \) vanish (i.e. \( \det [m_i \cdot m_j] = 0 \)). For the topologies we are considering this only occurs at two points on \( \mathcal{H} \) which thus correspond to the minimum \( \sigma_1 \) and maximum \( \sigma_2 \) of \( \sigma \). Thus \( \sigma_1 \leq \sigma \leq \sigma_2 \) with \( d\sigma = 0 \) only at \( \sigma = \sigma_1, \sigma_2 \). Therefore we can use \( \sigma \) as a coordinate for \( \sigma_1 < \sigma < \sigma_2 \). Collecting these results we can write the horizon metric \( \gamma_{ab} \) and horizon Maxwell field \( \mathcal{F}_{ab} \) in the coordinates \((\sigma, x^i)\) for \( \sigma_1 < \sigma < \sigma_2 \)

\[
\gamma_{ab} dx^a dx^b = \frac{d\sigma^2}{\gamma(\sigma)} + \gamma_{ij}(\sigma) dx^i dx^j, \quad \mathcal{F} = \frac{\sqrt{3}}{2} B_1(\sigma) d\sigma \wedge dx^i \tag{39}
\]
where $\gamma \equiv \det \gamma_{ij}$ and for convenience we have defined the $x^i$ as some constant linear combination of the $\phi^i$ (so $\partial/\partial x^i$ need not have closed orbits). To analyse regularity of the metric at $\sigma = \sigma_1, \sigma_2$ will require a separate analysis. We will also use the non-negative function $Q \equiv \psi^2 \gamma$ which vanishes only when $\sigma = \sigma_1, \sigma_2$. In what follows we denote $\sigma$-derivatives by “dots”. It remains to write the other near-horizon data $(F, \Delta, h_a)$ in these coordinates, which depends on whether $\beta \equiv 0$ or not. We thus now split the analysis into these two cases.

4.1 AdS$_3$ near-horizon geometries

In this section we analyse the $\beta$ non-vanishing case. Recall this occurs only if $H^1(\mathcal{H}) \neq 0$ and that we have already shown in general that $\Delta = F = 0$ everywhere. We have $h = \beta + d\lambda$ with $\beta$ a globally defined harmonic one-form on $\mathcal{H}$. Since $L_m h = 0$, it follows from uniqueness of the Hodge decomposition and the facts that $L_m \beta$ is co-closed and the facts that $L_m d\lambda$ is exact, that $L_m \beta = L_m d\lambda = 0$. Hence $m_i \cdot d\lambda = c_i$ for some constants $c_i$. However, since $\lambda$ must be a periodic function of the $\phi^i$ introduced above, we must have $c_i = 0$ and hence $m_i \cdot d\lambda = 0$. We will find it more convenient to use the invariant function $\Gamma = \exp(-\lambda) > 0$ (note $\Gamma = \psi^2$).

Now, invariance of $\beta$ under the $m_i$ implies we may write $\beta = \beta_\sigma(\sigma) d\sigma + \beta_i(\sigma) dx^i$ wherever the coordinates $(\sigma, x^i)$ are defined. We require $\nabla a \beta^a = d^2 \beta^\sigma = 0$ and hence $\beta^\sigma = c$ for some constant $c$. Now, consider the scalar invariant $i \beta \Sigma = c J$ where $J \neq 0$ is the Jacobian of the transformation $\phi^i \rightarrow x^i$. If one of the $m_i$ vanishes somewhere, as is the case for the topologies of interest, this shows that $c = 0$. Hence $\beta^\sigma = 0$. We thus have

$$h = \frac{k_i(\sigma)}{\Gamma(\sigma)} dx^i - \frac{\dot{\Gamma}(\sigma)}{\Gamma(\sigma)} d\sigma$$

where we have defined $k_i \equiv \Gamma \beta_i$. Note that $k_i$ cannot both vanish identically as otherwise $\beta \equiv 0$. Closure of $\beta$ implies $\Gamma^{-1} k_i$ are both constant.

We now turn to solving the field equations (32)- (34). Let us first consider (34). This is equivalent to the following two conditions:

$$B_i k^i = 0 \quad d[\Gamma \gamma^{1/2} \ast_2 B] = 0$$

(41)

where $k^i = \gamma^{ij} k_j$, $B = B_i dx^i$, and $\ast_2$ is the Hodge star with respect to $\gamma_{ij}$, the metric induced on surfaces of constant $\sigma$. Next observe for a metric of the form (39), $R_{ai}$ vanishes identically. Hence from (32) we see $R_{ai} = -\frac{1}{2} \Gamma^{-1} \gamma_{ij} k^i = 0$ from which it follows $k^i$ are constants. It follows that $k^i k_i = C^2 \Gamma$ where $C$ is a positive constant ($C$ cannot vanish as $k_i$ cannot vanish everywhere). Equation (33) implies

$$\frac{d}{d\sigma} \left( \frac{Q \dot{\Gamma}}{\Gamma} \right) + C^2 - QB^i B_i = 0,$$

(42)

where $B^i \equiv \gamma^{ij} B_j$. The $ij$ components of (32) can be written as

$$\frac{d}{d\sigma} \left( Q \gamma^{ik} \gamma_{kj} \right) + \frac{k^i k_j}{\Gamma} + 3 Q B^i B_j - Q B^k B_k \delta^i_j = 0$$

(43)

where we have raised the $i$ index (with $\gamma^{ik}$). Taking the trace of (43) gives

$$\frac{d}{d\sigma} (\Gamma \dot{\gamma}) + C^2 + QB^i B_i = 0$$

(44)

which can be rewritten as

$$\ddot{Q} - \frac{d}{d\sigma} \left( \frac{Q \dot{\Gamma}}{\Gamma} \right) + C^2 + QB^i B_i = 0.$$ (45)
Combining (42) with (45) gives
\[ \ddot{Q} + 2C^2 = 0 \quad (46) \]
and hence \( Q = -C^2 \sigma^2 + c_1 \sigma + c_2 \).

Since \( k^i \) are constants which cannot both vanish, we are free to choose the \( x^i \) so as to set \( k^i = \delta^i_1 \). It follows that \( k^i k_i = \gamma_{11} = C^2 \Gamma \). Furthermore, the fact that \( \Gamma^{-1} k_i \) are constants implies that \( \gamma_{12}/\gamma_{11} \) is constant. Hence by an appropriate shift \( x^1 \to x^1 + \text{const} x^2 \) (which preserves \( k = \partial/\partial x^1 \)) we can always arrange \( \gamma_{12} = 0 \). With these choices the horizon metric is
\[ \gamma_{ab} dx^a dx^b = \frac{\Gamma}{Q} d\sigma^2 + C^2 \Gamma (dx^1)^2 + \frac{Q}{C^2 \Gamma} (dx^2)^2 . \quad (47) \]
Further, the conditions (41) imply \( B_1 = 0 \) and hence using *2B = \( \Gamma^{-1/2} p_i dx^i \) for some constants \( p_i \), we must have \( p_2 = 0 \) and
\[ B = \frac{p}{\Gamma \gamma_{11}} dx^2 \quad (48) \]
where \( p = p_1 \).

It now remains to solve for the function \( \Gamma \). It turns out that the remaining components of (43) do not yield any further constraints. Using the fact \( \gamma_{11} = C^2 \Gamma \), together with (42) we find that the \( \sigma \sigma \) component of equation (32) simplifies to \( \ddot{\Gamma} = 0 \). Therefore we find
\[ \Gamma = a_0 + a_1 \sigma \quad (49) \]
for constants \( a_i \).

We have thus completely solved for the local form of the near-horizon geometry in this case which reads (redefining the radial coordinate \( r \to \Gamma r \))
\[ ds^2 = \Gamma[-C^2 r^2 dv^2 + 2dvd\sigma + C^2 (dx^1 + r dv)^2] + \frac{\Gamma}{Q} d\sigma^2 + \frac{Q}{C^2 \Gamma} (dx^2)^2 \]
\[ \hat{F} = \frac{\sqrt{3} p}{2} \frac{d\sigma \wedge dx^2}{C^2 \Gamma^2} \quad (50) \]
which is indeed a warped product of (locally) AdS3 with a 2d space \( M_2 \) with coordinates \((\sigma, x^2)\) and the Maxwell field is only supported on \( M_2 \). We will now show that imposing compactness of \( M_2 \) implies \( a_1 = 0 \) and therefore the only regular solution with compact \( \mathcal{H} \) in this class is the direct product of (locally) AdS3 and a round \( S^2 \). Clearly, \( M_2 \) has \( S^2 \) topology, with poles at the zeroes of \( Q \), i.e. \( \sigma = \sigma_1, \sigma_2 \). The absence of conical singularities at these points requires
\[ \frac{\dot{Q}(\sigma_1)^2}{\Gamma(\sigma_1)^3} = \frac{\dot{Q}(\sigma_2)^2}{\Gamma(\sigma_2)^3} \quad (51) \]
and noting \( \dot{Q}(\sigma_1) = -\dot{Q}(\sigma_2) = C^2(\sigma_2 - \sigma_1) \), we must have \( \Gamma(\sigma_1) = \Gamma(\sigma_2) \). This in turn is equivalent to \( a_1 = 0 \) because the roots are distinct. Hence \( \Gamma \) is constant. We now translate \( \sigma \) to set \( \sigma_2 = -\sigma_1 \) and define new coordinates \((\theta, \phi)\):
\[ \cos \theta = \frac{\sigma}{\sigma_1} \quad \phi = \frac{C}{\Gamma^{3/2}} r^{1}. \quad (52) \]
It is then easy to see that \( M_2 \) is \( S^2 \) equipped with its round metric and the near-horizon metric is a product of (locally) AdS3 \( \times S^2 \):
\[ ds^2 = \Gamma[-C^2 r^2 dv^2 + 2dvd\sigma + C^2 (dx^1 + r dv)^2] + \frac{\Gamma}{C^2} [d\theta^2 + \sin^2 \theta d\phi^2]. \quad (53) \]
4.2 AdS$_2$ near-horizon geometries

Now consider the $\beta \equiv 0$ case so, as showed earlier, the near-horizon geometries in this section are all warped products of AdS$_2$ and $\mathcal{H}$. Recall that in this case $F = - C^2 \Gamma^{-1}$, where $\Gamma = \psi^2 = \exp(-\lambda)$ is a globally defined function. It follows that $\Gamma$ must be invariant under the $m_i$. Thus the remaining near-horizon data in coordinates $(\sigma, x^i)$ is

$$h = -\frac{\dot{\Gamma}(\sigma) d\sigma}{\Gamma(\sigma)}, \quad F = -\frac{C^2}{\Gamma(\sigma)}, \quad \Delta = \frac{e}{\Gamma(\sigma)}.$$  \hspace{1cm} (54)

We are now ready to write down the near-horizon equations for such near-horizon geometries. Consider the near-horizon equation (20). This becomes

$$\frac{d}{d\sigma} \left( \frac{Q\dot{\Gamma}}{\Gamma} \right) = -2C^2 + \frac{2e^2}{\Gamma} + QB_i B_j \gamma^{ij},$$ \hspace{1cm} (55)

where the Laplacian of a function $f(\sigma)$ is

$$\nabla^2 f = \frac{d}{d\sigma} \left( \frac{Qf}{\Gamma} \right).$$ \hspace{1cm} (56)

The $ij$ and $\sigma\sigma$ components of (19) are

$$\frac{d}{d\sigma}(Q\gamma^{ik}\gamma_{kj}) + 3QB_i B_j + \delta^i_j \left( \frac{e^2}{\Gamma} - QB^k B_k \right) = 0 \hspace{1cm} (57)$$

$$-\frac{\ddot{Q}}{2Q} + \frac{Q^2}{4Q^2} + \frac{\dot{\Gamma}^2}{4\Gamma^2} - \frac{\dot{\Gamma}}{2\Gamma} - \frac{1}{4} \gamma^{ij}\gamma_{jk}\gamma^{km}\gamma_{ml} - B^i B_i - \frac{e^2}{2Q\Gamma} = 0 \hspace{1cm} (58)$$

respectively, where we have raised the $i$ index using $\gamma^{ij}$ and defined $B^i = \gamma^{ij} B_j$. Taking the trace of (57) gives

$$\frac{d}{d\sigma} (\Gamma \gamma) + Q B^i B_i + \frac{2e^2}{\Gamma} = 0 \hspace{1cm} (59)$$

In terms of $Q$ equation (59) can be also written as

$$\ddot{Q} - \frac{d}{d\sigma} \left( \frac{Q \dot{\Gamma}}{\Gamma} \right) + \frac{2e^2}{\Gamma} + QB_i B^i = 0 \hspace{1cm} (60)$$

Combining equations (55) and (60) implies

$$\ddot{Q} + 2C^2 = 0 \hspace{1cm} (61)$$

which may be immediately integrated

$$Q = -C^2 \sigma^2 + c_1 \sigma + c_2 \hspace{1cm} (62)$$

where $c_i$ are integration constants.

In order to analyse the near-horizon equations it is convenient to single out the a particular combination of the Killing vector fields, which without any loss of generality we take to be $\partial/\partial x^1$. Defining $\omega = \gamma_{12}/\gamma_{11}$ the horizon metric takes the form

$$\gamma_{ab} dx^a dx^b = \frac{\Gamma(\sigma)}{Q(\sigma)} d\sigma^2 + \gamma_{11}(\sigma)(dx^1 + \omega(\sigma) dx^2)^2 + \frac{Q(\sigma)}{\Gamma(\sigma)\gamma_{11}(\sigma)} (dx^2)^2 \hspace{1cm} (63)$$
analysing regularity at these special points where the vector field \( \sigma \). We can write \( H \) of \( Q \)

The result is not true at least for \( 0 < \xi \). cannot have both electric and magnetic fields which are non-vanishing. In fact as will see that this \( eB \) of (69) tells us

Proof: Without loss of generality we may choose the hypersurface orthogonal Killing vector to be \( \partial/\partial x^1 \). We then have \( \dot{\omega} = 0 \) and can thus arrange \( \omega = 0 \) by suitable shifts \( x^1 \rightarrow x^1 + \text{const } x^2 \). We now see that (61) reduces to \( B_1 B_2 = 0 \). Therefore either \( B_1 \equiv 0 \) or \( B_2 \equiv 0 \). Since \( \partial/\partial x^2 \) is also hypersurface orthogonal there is no loss of generality in choosing \( B_2 \equiv 0 \). Now, the \( x^1 \) component of (69) tells us \( eB_1 = 0 \). It follows that either \( \Delta = 0 \) or \( B = 0 \) as claimed.

It is tempting to conjecture that static AdS_2 near horizon geometries in theories with \( \xi \neq 0 \) cannot have both electric and magnetic fields which are non-vanishing. In fact as will see that this result is not true at least for \( 0 < \xi^2 < 1/4 \).

Before moving on, let us recall global constraints which arise from regularity and compactness of \( \mathcal{H} \). Since the function \( \sigma \) is a globally defined and non-constant, it must have distinct maxima and minima on \( \mathcal{H} \) where \( d\sigma = 0 \). From the definition of \( \sigma \) such points corresponds to fixed points of the rotational Killing fields. Thus we have \( \sigma_1 < \sigma_2 \) with \( \sigma_1 \leq \sigma \leq \sigma_2 \). Since \( (d\sigma)^2 = Q/\Gamma \) we learn that \( Q > 0 \) for \( \sigma_1 < \sigma < \sigma_2 \) and \( Q = 0 \) at \( \sigma = \sigma_1, \sigma_2 \). Since we have seen that \( Q \) is in general a quadratic we can write \( Q = C^2(\sigma_2 - \sigma)(\sigma - \sigma_1) \). Note that this implies \( d\sigma \) can only vanish at the two points \( \sigma = \sigma_1, \sigma_2 \). This is consistent with all the topologies S^2, L(p, q) and S^1 \times S^2. It is worth noting that the vector field \( S = Q\partial/\partial\sigma \) is globally defined and vanishes at \( \sigma = \sigma_1, \sigma_2 \) and will prove useful for analysing regularity at these special points where \( \sigma \) is not a valid coordinate.
4.2.1 No magnetic field

This corresponds to $B_i \equiv 0$. In this case (55) further simplifies to

$$\Gamma \frac{d}{d\sigma} \left( \frac{Q \dot{\Gamma}}{\Gamma} \right) + 2C^2 \Gamma - 2e^2 = 0$$

which is very similar to the kind of equation encountered when solving for 4d near-horizon geometries, see [15,17], and it can be solved by using the same technique. This consists of differentiating $\Gamma$ times the above equation and then subtracting from this $\dot{\Gamma}$ times the above equation. The result is all the terms involving $e$ cancel and using (61) one finds

$$Q \frac{d^2 \Gamma}{d\sigma^2} + \left( \dot{Q} - \frac{Q \ddot{\Gamma}}{\Gamma} \right) \left( 2\ddot{\Gamma} - \dot{\Gamma}^2 \right) = 0$$

which can be integrated to

$$Q^2 \left( \frac{2\ddot{\Gamma}}{\Gamma} - \frac{\dot{\Gamma}^2}{\Gamma^2} \right) = \text{const}.$$  

In fact compactness of the horizon implies this constant must vanish. This can be seen by evaluating the above at the roots of $Q$ and write the above in terms of invariants constructed from the vector field $S$ [15]. Therefore we have

$$2\ddot{\Gamma} - \frac{\dot{\Gamma}^2}{\Gamma} = 0.$$  

There are two classes of solution to this ODE: (i) $\Gamma$ is a constant, and (ii) $\Gamma = \beta \sigma^2/4$ where $\beta$ is some positive integration constant.

**Round $S^3$ horizon**

Now consider case (i) with $\Gamma$ constant. In this case (70) tells us that $C^2 \Gamma = e^2$. Equation (68) implies

$$\gamma_{11} = b_1 + b_2 \sigma$$

for constants $b_i$. Substituting into (65) gives

$$\omega^2 = \frac{1}{\gamma_{11}^4}(b_2c_1b_1 - b_2^2c_2 + C^2b_1^2)$$

and therefore $K \equiv b_2c_1b_1 - b_2^2c_2 + C^2b_1^2 \geq 0$. Observe that the equation (61) is now automatically satisfied. It remains to integrate from $\omega$; it turns out that this splits the analysis into two cases depending on whether $b_2 = 0$ or not.

Consider $b_2 \neq 0$ which gives

$$\omega = \frac{\sqrt{K}}{\Gamma^{1/2}b_2(b_1 + b_2\sigma)}$$

where we have set the integration constant to zero and fixed the sign, as this can always be done by shifting $x^1 \to \pm(x^1 + \text{const} x^2)$. The horizon metric in this case simplifies to

$$\gamma_{ab} dx^a dx^b = \frac{\Gamma}{Q} \delta^2 + (b_1 + b_2\sigma)(dx^1)^2 + \frac{2\sqrt{K}}{b_2\Gamma^{1/2}dx^1 dx^2} + \frac{C^2(b_1 - b_2\sigma) + c_1b_2(dx^2)^2}{\Gamma b_2^2}.$$  

We have now derived the most general local form of the metric in this class. It now remains to perform a global analysis of this solution by demanding that it extends to a regular metric on
a compact 3d horizon. In fact, we may use a shortcut. Noting that the Ricci tensor of \((\ref{77})\) is \(R_{ab} = \frac{c^2}{\pi} \gamma_{ab}\) we see that it must be locally isometric to the round metric on \(S^3\). Therefore in this case \(\mathcal{H} = S^3\) with a round metric.

Now consider the \(b_2 = 0\) case which implies \(b_1 \neq 0\) (otherwise \(\gamma_{11} \equiv 0\)). This gives

\[
\omega = \frac{C}{\Gamma^{1/2}b_1^2} \sigma
\]

(78)

where again, without loss of generality, we have fixed the integration constant and overall sign. The shift freedom in \(\sigma\) allows one to set \(c_1 = 0\) so \(Q = C^2(\sigma_2^2 - \sigma^2)\). Then perform the change of coordinates \((\sigma, x^i) \rightarrow (\theta, \psi, \phi)\) defined by \(\sigma = \sigma_2 \cos \theta\) and \(x^2 = \Gamma b_1^{1/2} \phi/(C^2 \sigma_2)\) and \(x^1 = \Gamma^{1/2} \psi/(C b_1^{1/2})\), so \(0 \leq \theta \leq \pi\) uniquely parameterises the interval. The horizon metric then becomes

\[
\gamma_{ab} dx^a dx^b = \frac{1}{C^2} \left[ d\theta^2 + \sin^2 \theta d\phi^2 + (d\psi + \cos \theta d\phi)^2 \right]
\]

(79)

which is locally isometric to the round sphere on \(S^3\).

To summarise, all solutions in case (i) (i.e. \(\Gamma\) a constant) corresponds to the round \(S^3\) horizon.

**Inhomogeneous \(S^3\) horizon**

Here we consider case (ii) with \(\Gamma = \beta \sigma^2/4\). Substituting back into \((\ref{70})\) gives \(c_2 = -4e^2/\beta\). We can integrate \((\ref{65})\) to get

\[
\gamma_{11} = \frac{d_1}{\sigma} + d_2
\]

(80)

where \(d_i\) are constants, and substituting this into \((\ref{65})\) gives

\[
\omega^2 = \frac{4K}{\beta^2(d_1 + d_2 \sigma)^4}
\]

(81)

where \(K = d_1^2 \beta C^2 + d_1 d_2 c_1 \beta + 4e^2 d_2^2 \geq 0\). Notice that equation \((\ref{61})\) is now automatically satisfied. To full determine the local form of the metric it remains to integrate for \(\omega\); it turns out this depends on whether \(d_2 = 0\) or not. In either case the metric is of the form

\[
\gamma_{ab} dx^a dx^b = \frac{\beta \sigma^2 dx^2}{4Q} + \gamma_{11} \left[ dx^1 + \omega dx^2 \right]^2 + \frac{4Q}{\beta \sigma \gamma_{11}} (dx^2)^2
\]

(82)

where as always \(Q = -C^2 \sigma^2 + c_1 \sigma + c_2\). We will also analyse regularity of these solutions – we will find they all lead to smooth metrics on \(S^3\) (or quotients). Recall that compactness implies \(Q = C^2(\sigma - \sigma_1)(\sigma - \sigma)\) and \(\sigma_1 \leq \sigma \leq \sigma_2\). Also, since \(\Gamma = \beta \sigma^2/4\) without loss of generality we can take \(\sigma > 0\), so \(0 < \sigma_1 < \sigma_2\). Before moving on we note the identity \(K = C^2 \beta (d_1 + d_2 \sigma_1)(d_1 + d_2 \sigma_2)\) which will be useful when performing our global analysis of the solutions.

First consider \(d_2 \neq 0\). We can integrate to get

\[
\omega = \frac{2\sqrt{K}}{\beta d_2(d_1 + d_2 \sigma)}
\]

(83)

where we have set the integration constant to zero and fixed the sign using the shift freedom \(x^1 \rightarrow \pm (x^2 + \text{const} x^1)\). There are a number of cases to consider depending on \(d_1\).

- If \(d_1 > 0\) then \(\gamma_{11}\) is a monotonically decreasing function of \(\sigma\). It follows that \(\gamma_{11}(\sigma_2) \geq 0\) and \(\gamma_{11} > 0\) for \(\sigma_1 \leq \sigma < \sigma_2\). There are thus two possibilities: either (i) \(\gamma_{11}(\sigma_2) = 0\) or (ii)
\( \gamma_{11} (\sigma_2) > 0 \). One can check the following useful identity \( K = C^2 \beta (d_1 + d_2 \sigma_1)(d_1 + d_2 \sigma_2) \) which shows that in case (i) we have \( K = 0 \) and in case (ii) \( K > 0 \).

In case (i) we have \( d_1 + d_2 \sigma_2 = 0 \) and hence \( \gamma_{11} = d_2 (\sigma - \sigma_2) / \sigma \) so \( d_2 < 0 \). The horizon metric then reads

\[
\gamma_{ab} dx^a dx^b = \frac{\beta \sigma^2 d \sigma^2}{4C^2(\sigma_2 - \sigma)(\sigma - \sigma_1)} + \frac{|d_2| (\sigma_2 - \sigma)}{\sigma} (dx^1)^2 + \frac{4C^2(\sigma - \sigma_1)}{\beta |d_2| \sigma} (dx^2)^2
\]  
\text{(84)}

which is non-degenerate for \( \sigma_1 < \sigma < \sigma_2 \). This metric has conical singularities at \( \sigma = \sigma_1 \) where \( \partial_{x_2} \) vanishes and at \( \sigma = \sigma_2 \) where \( \partial_{x_1} \) vanishes. Hence by periodically identifying \( x^i \) appropriately one can remove these singularities leaving a smooth metric on \( S^3 \) (or quotients).

Now consider case (ii) for which we must have \( \gamma_{11} > 0 \) for \( \sigma_1 \leq \sigma \leq \sigma_2 \) and \( \omega(\sigma_1) \neq \omega(\sigma_2) \). It follows that the metric is non-degenerate for \( \sigma_1 < \sigma < \sigma_2 \) with conical singularities at \( \sigma = \sigma_1 \) where the killing field \( \partial_{x_2} - \omega(\sigma_1) \partial_{x_1} \) vanishes. Further since these two Killing fields are distinct one can always remove these conical singularities leaving one with a smooth metric on \( S^3 \) (or quotients).

In fact case (ii) is isometric to case (i). To see this introduce coordinates \( \phi^i \) so \( m_i = \partial / \partial \phi^i = M_i (\partial_{x_2} - \omega(\sigma_1) \partial_{x_1}) \) where \( M_i \) are constants chosen so \( \phi^i \) have periods \( 2\pi \). It is then easy to check that the Killing part of the horizon metric in case (ii) is

\[
\gamma_{ij} dx^i dx^j = \frac{4C^2(\sigma_2 - \sigma_1)}{\beta \sigma} \left[ \frac{M_1^2(\sigma - \sigma_1)(d \phi^1)^2}{(d_1 + d_2 \sigma_1)} + \frac{M_2^2(\sigma_2 - \sigma)(d \phi^2)^2}{(d_1 + d_2 \sigma_2)} \right]
\]  
\text{(85)}

which allows one to see explicitly that the corresponding horizon metric is isometric to \text{(84)} (the constants in the Killing part of the metric are fixed in both cases to be the same by demanding the absence of conical singularities).

- If \( d_1 = 0 \) then \( \gamma_{11} = d_2 \) and hence \( d_2 > 0 \). The metric is then

\[
\gamma_{ab} dx^a dx^b = \frac{\beta \sigma^2 d \sigma^2}{4C^2(\sigma_2 - \sigma)(\sigma - \sigma_1)} + d_2 \left( dx^1 + \frac{4e}{\beta d_2 \sigma} dx^2 \right)^2 + \frac{4C^2(\sigma_2 - \sigma)(\sigma - \sigma_1)}{\beta d_2 \sigma^2} (dx^2)^2
\]  
\text{(86)}

which is non-degenerate for \( \sigma_1 < \sigma < \sigma_2 \). At the endpoints \( \sigma = \sigma_1 \) the metric degenerates in such a way the Killing field \( \partial_{x_2} - \omega(\sigma_1) \partial_{x_1} \) vanishes. Since \( \omega(\sigma_1) \neq \omega(\sigma_2) \) it is a different Killing field which vanishes at each root. Hence one can always remove the corresponding conical singularities leading to a smooth metric on \( S^3 \) (or quotients). Introducing coordinates adapted to the rotational Killing fields \( m_i \) as above one can show that the Killing part of the metric in this case is given by \text{(85)} with \( d_1 = 0 \). Hence this case is also isometric to \text{(84)}.

- If \( d_1 < 0 \) then \( \gamma_{11} \) is a monotonically increasing function of \( \sigma \). It follows that \( \gamma_{11}(\sigma_1) \geq 0 \) and \( \gamma_{11} > 0 \) for \( \sigma_1 < \sigma \leq \sigma_2 \). The analysis in this case is analogous to the \( d_1 > 0 \) case and again corresponds to smooth metrics on \( S^3 \) (or quotients). In fact the solutions in this class are isometric to the ones in the \( d_1 > 0 \) class.

It now remains to consider the \( d_2 = 0 \) case where one has

\[
\omega = \frac{2 \sqrt{K}}{\beta d_1^2} \sigma
\]  
\text{(87)}

again, without loss of generality, fixing the sign and setting the integration constant to zero. The metric is then

\[
\gamma_{ab} dx^a dx^b = \frac{\beta \sigma^2 d \sigma^2}{4C^2(\sigma_2 - \sigma)(\sigma - \sigma_1)} + \frac{d_1}{\sigma} \left( dx^1 + \frac{2C}{\beta^{1/2} d_1 \sigma} dx^2 \right)^2 + \frac{4C^2(\sigma_2 - \sigma)(\sigma - \sigma_1)}{\beta \sigma d_1} (dx^2)^2
\]  
\text{(88)}
which again is non-degenerate for \(\sigma_1 < \sigma < \sigma_2\) and has conical singularities at the endpoints \(\sigma = \sigma_i\) where \(\partial_{\tau^2} - \omega(\sigma_i)\partial_{\tau^1}\) vanishes. Since \(\omega(\sigma_1) \neq \omega(\sigma_2)\) the Killing fields are distinct has hence the conical singularities can be removed. Once more this leads to a regular metric on \(S^3\) (or quotients). Introducing coordinates adapted to the rotational symmetries as above shows the Killing part of the metric is given by (85) with \(d_2 = 0\). Hence this case is also isometric to (84).

Therefore we have shown that all cases in the \(\Gamma = \beta\sigma^2/4\) class are isometric to (84) (or equivalently (85)). Removing conical singularities leads to a smooth inhomogeneous metric on \(S^3\):

\[
\gamma_{ab}dx^a dx^b = \frac{\beta}{C^2} \left[ \frac{\sigma^2 d\sigma^2}{4(\sigma - \sigma_1)(\sigma_2 - \sigma)} + \frac{(\sigma - \sigma_1)\sigma_1^2(d\phi^1)^2}{(\sigma_2 - \sigma_1)\sigma} + \frac{(\sigma_2 - \sigma)\sigma_2^2(d\phi^2)^2}{(\sigma_2 - \sigma_1)\sigma} \right]
\]

(89)

with \(\phi^i \sim \phi^i + 2\pi\) and \(\sigma_1 \leq \sigma \leq \sigma_2\). We can parameterise \(\sigma\) uniquely by \(\cos^2 \theta = (\sigma - \sigma_1)/(\sigma_2 - \sigma_1)\) for \(0 \leq \theta \leq \pi/2\), in terms of which the horizon metric is

\[
\gamma_{ab}dx^a dx^b = \frac{\beta}{C^2} \left[ \sigma(\theta)^2 d\theta^2 + \frac{\sigma_1^3 \cos^2 \theta}{\sigma(\theta)} (d\phi^1)^2 + \frac{\sigma_2^3 \sin^2 \theta}{\sigma(\theta)} (d\phi^2)^2 \right]
\]

(90)

where \(\sigma(\theta) = \sigma_1 \sin^2 \theta + \sigma_2 \cos^2 \theta\). The corresponding near-horizon solution is parameterised by the constants \((C^2, \beta, \sigma_i)\) with \(e^2 = C^2 \beta \sigma_1 \sigma_2/4\). However, the solution is really only a two parameter family. To see this, note that the full near-horizon geometry is invariant under the following two independent scalings:

\[
S_1 : C^2 \rightarrow LC^2, \quad \beta \rightarrow L^{-1} \beta, \quad \sigma_i \rightarrow L \sigma_i, \quad \nu \rightarrow L^{-1} \nu
\]

\[
S_2 : \beta \rightarrow \Omega^{-2} \beta, \quad \sigma_i \rightarrow \Omega \sigma_i,
\]

(91)

where \((L, \Omega) > 0\). In particular note that under \(S_1, \Gamma \rightarrow L \Gamma, e \rightarrow Le\). As a consequence of these scaling symmetries, we may fix two combinations of the set \((C^2, \beta, \sigma_i)\) thus leaving two parameters.

In fact as shown in the Appendix, this near-horizon geometry corresponds to the near-horizon geometry of an extremal Reissner-Nordström black hole in a background electric field [26]. Note that such regular solutions cannot occur in four dimensions as a consequence of the classification work of [9]; indeed, the analogous solution suffers from a conical singularity in the extremal limit.

### 4.2.2 No electric field or \(\xi = 0\)

This corresponds to \(e = 0\) or \(\xi = 0\). In this case we can solve (69) for \(B\) to get

\[
\ast_2 B = \frac{p_i}{\Gamma \sqrt{\gamma}} dx^i
\]

(93)

where \(p_i\) are constants. It is convenient to exploit the freedom in choice of the coordinates \(x^i\) so that \(\ast_2 B = \Gamma^{-1} \gamma^{-1/2} p dx^2\) where \(p\) is a non-zero constant. It follows that

\[
B_1 = -\frac{p \gamma_{11}}{Q}, \quad B_2 = \omega B_1, \quad B_i B^i = \frac{p^2 \gamma_{11}}{Q^2}.
\]

(94)

This allows us to solve (65) for \(\gamma_{11}\):

\[
\gamma_{11} = \frac{Q}{p^2 \Gamma} \left[ \frac{d}{d\sigma} \left( \frac{Q \Gamma}{\Gamma} \right) + 2C^2 \Gamma - 2e^2 \right].
\]

(95)

Also note that equation (68) in this case can be written as

\[
Q^2 \left[ \frac{d}{d\sigma} (\Gamma \gamma_{11}) + \left( 2\Gamma - \frac{\Gamma^2}{\Gamma} \right) \gamma_{11} \right] + 3p^2 \gamma_{11}^2 \Gamma = 0,
\]

(96)

\[\text{Notice that in these coordinates one may set } \sigma_1 = \sigma_2 \text{ which gives the round metric on } S^3.\]
and equation (64) tells us that \( \dot{\omega} = k/(\gamma_{11}^2 \Gamma) \) for constant \( k \). Now, we see that substituting our expression for \( \gamma_{11} \) into (96) gives a fourth order non-linear ODE for \( \Gamma \). Given a solution to this ODE we see that \( \gamma_{11} \) is determined and therefore \( \omega \) can be solved for. This then determines the full near-horizon geometry. We have not been able to solve the 4th order ODE for \( \Gamma \) in general, and as a result can not present a general local form for the metric in this class. Nevertheless, we can state the following:

**Lemma 5:** There are no solutions such that \( \Gamma \sim a\sigma^{n+2} \) as \( \sigma \to \infty \), with \( n > 0 \). Note that this implies that if \( \Gamma \) is a polynomial its order must be at most quadratic.

**Proof:** Assuming \( \Gamma \sim a\sigma^{n+2} \), equation (95) implies \( \gamma_{11} \sim nC^4\sigma^2p^{-2} \). Equation (96) in the limit \( \sigma \to \infty \) then implies that \( n(n+1)(n+6) = 0 \), which is a contradiction.

Despite not being able to solve for the explicit metric in this case, we will now show that global considerations allow one to determine certain properties of solutions in this class including the horizon topology. This is achieved by noticing that we can write

\[
\gamma_{11} = \frac{1}{p^2} S \left( \frac{S(\Gamma)}{\Gamma} \right) + \frac{Q}{p^2 \Gamma} (2C^2\Gamma - 2e^2) \tag{97}
\]

where \( S = Q\partial/\partial \sigma \) is a globally defined vector field on \( \mathcal{H} \) which vanishes at the roots of \( Q \). This expresses \( \gamma_{11} \) in terms of globally defined quantities on \( \mathcal{H} \) and allows one to deduce that \( \gamma_{11} \) must vanish at both roots of \( Q \). As we will now show, this class of solutions must have \( S^1 \times S^2 \) topology horizons with \( \partial/\partial x^1 \) being the Killing vector which vanishes at the poles of the \( S^2 \).

Writing \( Q = C^2(\sigma_2 - \sigma)(\sigma - \sigma_1) \) we see that \( \gamma_{11} = C_i(\sigma - \sigma_i) + O[(\sigma - \sigma_i)^2] \) for \( \sigma \to \sigma_i \) where \( C_i \) are constants (note we must have \( C_1 > 0 \) and \( C_2 < 0 \)). It follows that \( \dot{\omega} \sim k\Gamma(\sigma_i)^{-1}C_i^{-2}(\sigma - \sigma_i)^{-2} \) near each root and hence \( \omega \sim -k\Gamma(\sigma_i)^{-1}C_i^{-2}(\sigma - \sigma_i)^{-1} \). However regularity demands that \( \gamma_{12} = 0 \) at \( \sigma = \sigma_i \) and therefore we must have \( k = 0 \). It follows that \( \omega \) is a constant which may be set to zero using the remaining freedom in the choice of \( x^1 \) (i.e. shifting \( x^1 \to x^1 + \text{const} \, x^2 \)). The horizon metric thus reads

\[
ds^2 = \frac{\Gamma}{Q} d\sigma^2 + \gamma_{11}(dx^1)^2 + \frac{Q}{\Gamma \gamma_{11}}(dx^2)^2 \tag{98}
\]

and we see that \( \gamma_{22} > 0 \) for \( \sigma_1 \leq \sigma \leq \sigma_2 \). This metric is non-degenerate for \( \sigma_1 < \sigma < \sigma_2 \) and has conical singularities at \( \sigma = \sigma_1, \sigma_2 \) in the (\( \sigma, x^1 \)) plane. Note that the Maxwell field also simplifies to

\[
\hat{F} = \frac{\sqrt{3}p\gamma_{11}}{2Q} d\sigma \wedge dx^1 \tag{99}
\]

which is regular. We must now analyse regularity of the horizon metric. The simultaneous removal of the conical singularities at \( \sigma = \sigma_i \) is equivalent to

\[
C_1 \Gamma_1^{-1} = -C_2 \Gamma_2^{-1} \tag{100}
\]

where the constants \( C_i \) may be calculated by expanding (97) near \( \sigma = \sigma_i \):

\[
C_i = \frac{Q^2 \Gamma_i}{p^2 \Gamma_1} + \frac{2\dot{\Omega}_i}{p^2 \Gamma_1} (C^2 \Gamma_i - e^2) \tag{101}
\]

If the condition (100) is met then the horizon metric is a smooth metric on \( S^1 \times S^2 \) which generically is inhomogeneous (with \( x^2 \) a coordinate on \( S^1 \)). The corresponding near-horizon geometry would then be a static geometry with black ring like topology. Note that one might suspect that the other

\footnote{If either \( C_i = 0 \) then the metric will have curvature singularities.}
equations of motion could constrain the boundary conditions further – in fact this is not the case. We find that equations (96) and (65) expanded near \( \sigma = \sigma_1 \) give simultaneous equations for \( C_i \) and \( D_i \), where \( \gamma_{11} = C_i(\sigma - \sigma_1) + D_i(\sigma - \sigma_1)^2/2 + \ldots \), which can be solved to give the same value of \( C_i \) as we obtained above. These results may be summarised by the following:

Lemma 6: Consider an AdS_2 near-horizon geometry with no electric field for \( \xi \neq 0 \), or an AdS_2 near-horizon geometry for \( \xi = 0 \). Assume that the solution has a further \( U(1)^2 \) symmetry with closed space-like orbits and that spatial sections of the horizon, \( \mathcal{H} \), are compact. Then \( \mathcal{H} \) must have \( S^1 \times S^2 \) topology.

The above discussion does not, of course, address the crucial question of existence of solutions, which we now turn to.

First let us consider solutions with \( \Gamma \) a constant which, from equation (97), must have

\[
\gamma_{11} = \frac{KQ}{\Gamma}, \quad K \equiv \frac{2(C^2 \Gamma - e^2)}{p^2}
\]

where the constant \( K > 0 \). Substituting into (96) implies \( e^2 = \frac{2}{3}C^2 \Gamma \). Therefore we must have \( e \neq 0 \) and hence this solution is only valid for \( \xi = 0 \) (i.e. in pure Einstein-Maxwell theory). Thus we see that for \( \xi \neq 0 \), which includes minimal supergravity, there are no \( \Gamma \) constant solutions in this class.

The horizon metric and Maxwell field for the \( \xi = 0 \) solution are

\[
\gamma_{ab} = \frac{\Gamma d\sigma^2}{Q} + \frac{KQ}{\Gamma}(dx^1)^2 + K(dx^2)^2, \quad \mathcal{F} = -\frac{\sqrt{3}}{2}pK\Gamma^{-1}d\sigma \wedge dx^1,
\]

which are regular on \( S^2 \times S^1 \) provided the period of \( x^1 \) is chosen appropriately. We can bring this solution into a simpler form by translating \( \sigma \) so as to set \( c_1 = 0 \) and introducing new coordinates \( \theta, \phi \) as follows: \( \sigma/\sigma_2 = \cos \theta \), with \( 0 \leq \theta \leq \pi \); \( \phi = C^2\sigma_2\sqrt{K}x^1/\Gamma; \; z = \sqrt{\frac{2C^2}{3e^2}}x^2 \). The full near-horizon geometry is then

\[
ds^2 = \frac{3e^2}{2C^2} \left[ -C^2r^2dv^2 + 2dvdr + \frac{1}{C^2} (d\theta^2 + \sin^2 \theta d\phi^2) \right] + dz^2,
\]

\[
\mathcal{F} = \frac{\sqrt{3}}{2} \left[ e'dr \wedge dv + \frac{|e|\nu}{pC^2} \sin \theta d\theta \wedge d\phi \right]
\]

which is simply the direct product \( AdS_2 \times S^2 \times S^1 \). In fact the radii of the \( AdS_2 \) and \( S^2 \) are equal and given by \( \ell^2 \equiv C^2/\Gamma = 2C^4/3e^2 \). Notice the parameter \( p \) only appears in the combination \( |p|/p = \text{sgn}(p) \). Thus there are two solutions (one for each \( \text{sgn}(p) \)) parameterised by \( (C^2, e, \Delta z) \), although due to a scaling symmetry only \( (\ell, \Delta z) \) are non-trivial. We therefore have a two-parameter families labelled by the radii of the \( S^2 \) and \( S^1 \) with the Maxwell field determined in terms of these. In fact these two solutions correspond to the near-horizon geometry of certain dyonic strings. These are constructed by taking the direct product of the dyonic \( Q = \pm P \) extremal Reissner-Nordström solution of 4d Einstein-Maxwell with an \( S^1 \). Note that in general one cannot KK reduce solutions to 5d Einstein-Maxwell to 4d Einstein-Maxwell – in this special case though it works because the solution is static and \( \mathcal{F}^2 = 0 \).

Now consider \( \Gamma \) nonconstant solutions. In all known extremal black hole examples (in \( D = 4,5 \) with any topology and asymptotics) \( \Gamma \) is a quadratic polynomial in \( \sigma \). It is easy to check that for solutions of the form \( \Gamma = a_0 + a_1 \sigma \) the regularity condition \( C_1\Gamma_1^{-1} = -C_2\Gamma_2^{-1} \) implies \( \Gamma_1 = \Gamma_2 \) which can never be satisfied since \( \sigma_2 > \sigma_1 \). For \( \Gamma \) quadratic, by shifting \( \sigma \), without loss of generality we can set the linear term to zero, so \( \Gamma = a_0 + a_2\sigma^2 \). One can then check that the regularity condition again implies \( \Gamma_1 = \Gamma_2 \). This then implies that \( \sigma_2 = -\sigma_1 \) and thus \( c_1 = 0 \).\footnote{In fact note the regularity condition can be satisfied if \( c_1 = 0 \) and \( \Gamma \) is an even function of \( \sigma \).} Let us now consider the
\( \Gamma = a_0 + a_2 \sigma^2 \) case further. It can be shown that the fourth order ODE for \( \Gamma \) implies \( a_0 C^2 + a_2 c_2 = 0 \) in both the \( e = 0 \) and \( (e \neq 0, \xi = 0) \) cases. However this constraint on the parameters can also be written as \( \Gamma(\sigma_2) = 0 \) which contradicts the fact that \( \Gamma > 0 \). This rules out the existence of regular near-horizon geometries of this kind with \( \Gamma \) a nonconstant quadratic polynomial.

Together with our Lemma 5 above, these results provide some evidence for the following possibilities (which we have not proved): (i) regular static \( \text{AdS}_2 \) near-horizon geometries with compact horizon, \( U(1)^2 \) symmetry, and vanishing electric field, for any Chern-Simons coupling \( \xi \), do not exist; (ii) the only regular static \( \text{AdS}_2 \) near-horizon geometry with a compact horizon, \( U(1)^2 \) symmetry, and non-zero magnetic field in Einstein-Maxwell (i.e. \( \xi = 0 \)) is the direct product solution \( \text{AdS}_2 \times S^2 \times S^1 \) given by (104).

4.2.3 Non-zero electric and magnetic fields and \( \xi \neq 0 \)

In this section we will analyse the remaining case \( \xi \neq 0 \) with \( e \neq 0 \) and \( B \neq 0 \). It turns out this is the most non-trivial possibility for static near-horizon geometries. The remaining part of the Maxwell equation (69) is equivalent to two first order equations. Defining \( G \equiv \gamma_{11} \Gamma(B_2 - \omega B_1) \) and \( H \equiv B_1 \) one can show that (69) is equivalent to

\[
\dot{G} + 2\xi e H = 0, \quad -\Gamma \frac{d}{d\sigma} \left( \frac{QH}{\gamma_{11}} \right) + G \left( \Gamma \dot{\omega} + \frac{2\xi e}{\gamma_{11}} \right) = 0. \tag{106}
\]

Note that in terms of these variables

\[
\hat{F} = \frac{\sqrt{3}}{2} \left[ \frac{G}{\Gamma \gamma_{11}} d\sigma \wedge dx^2 + H d\sigma \wedge (dx^1 + \omega dx^2) \right]. \tag{107}
\]

Since we are assuming \( \xi e \neq 0 \) these ODEs are coupled and the system of equations is also equivalent to the single second order ODE:

\[
\Gamma \frac{d}{d\sigma} \left( \frac{Q \dot{G}}{\gamma_{11}} \right) + 2\xi e G \left( \Gamma \dot{\omega} + \frac{2\xi e}{\gamma_{11}} \right) = 0. \tag{108}
\]

It is also worth noting that in terms of these variables

\[
B_i B^i = \frac{Q \Gamma H^2 + G^2}{Q \Gamma \gamma_{11}} \tag{109}
\]

from which it follows that \( B_i B^i = 0 \) if and only if \( G = 0 \) – thus in this section we are assuming \( G \neq 0 \). Next note that equation (64) is

\[
\frac{d}{d\sigma}(\Gamma \gamma_{11}^2 \dot{\omega}) + 3GH = 0 \tag{110}
\]

which can then be integrated with the help of (103) giving

\[
\dot{\omega} = \frac{3G^2 + k}{4\xi e \Gamma \gamma_{11}} \tag{111}
\]

for some constant \( k \). This can be used to eliminate \( \dot{\omega} \) in (108) which then reads

\[
\Gamma \gamma_{11}^2 \frac{d}{d\sigma} \left( \frac{Q \dot{G}}{\gamma_{11}} \right) + G \left( \frac{3G^2 + k}{2} + 4\xi^2 e^2 \gamma_{11} \right) = 0. \tag{112}
\]
Now, observe that (55) can be written as

$$\gamma_{11} \left( \Gamma \frac{d}{d\sigma} \left( \frac{Q\Gamma}{\Gamma} \right) + 2C^2\Gamma - 2e^2 \right) = \frac{Q\Gamma\dot{\gamma}^2}{4\xi^2e^2} + G^2$$

(113)

which can be solved for $\gamma_{11}$ as a function of $(\Gamma, G)$ wherever $B_iB^i \neq 0$ (since by equation (55) the factor on the LHS is then non-zero). One can then substitute this expression for $\omega$ set the integration constant in $G$.

A more general solution which includes this is given by

$$\gamma = \frac{Q\Gamma\dot{\gamma}^2 + 4\xi^2e^2G^2}{8\xi^2e^2(C^2\Gamma - e^2)}$$

(115)

and this can be substituted into (114) to give

$$\frac{d^2}{d\sigma^2} \left[ Q\Gamma\dot{\gamma}^2 + 4\xi^2e^2G^2 \right] + 6(C^2\Gamma - e^2)\dot{G}^2 = 0$$

(116)

which is a third order non-linear ODE for the function $G$. The classification of near-horizon geometries in this class thus reduces to solving this ODE. Clearly $\dot{G} = 0$ is a solution to this equation. A more general solution which includes this is given by $G = g_0 + g_1\sigma$ for constants $g_i$. Note that if $g_1 \neq 0$ we can always use the shift freedom in the definition to $\sigma$ to set $G = g\sigma$. We will find it convenient to thus analyse $G$ constant and $G$ linear separately.

$G$ constant In this case we assume $G$ is a non-zero constant and thus $H = 0$. Then our expression for $\gamma_{11}$ gives $\gamma_{11} = G^2/(2C^2\Gamma - 2e^2)$. Also note that (108) implies $\dot{\omega} = -2\xi e/(\Gamma \gamma_{11})$. However, (65) gives us another equation $\gamma_{11}\Gamma^2\dot{\omega}^2 = e^2 - G^2/\gamma_{11}$. Eliminating $\dot{\omega}$ implies $1 - 4\xi^2 > 0$ and

$$\gamma_{11} = \frac{G^2}{e^2(1 - 4\xi^2)}$$

(117)

which upon comparing to our first expression for $\gamma_{11}$ gives

$$C^2\Gamma = \frac{(3 - 4\xi^2)e^2}{2}.$$  

(118)

We can integrate for $\omega$ to get $\omega = \omega_0 \sigma + \text{const}$ where $\omega_0 = -2\xi e/(\Gamma \gamma_{11})$ is a constant which works out to be

$$\omega_0 = \frac{4C^2\xi e(1 - 4\xi^2)}{G^2(3 - 4\xi^2)}.$$  

(119)

We have thus fully determined the form of the near-horizon data which reads (shifting $x^1$ so as to set the integration constant in $\omega$ to zero)

$$\gamma_{ab}dx^ad^b = \frac{\Gamma}{Q}d\sigma^2 + \gamma_{11}(dx^1 + \omega_0 \sigma) dx^2 + \frac{Q}{\Gamma \gamma_{11}}(dx^2)^2$$

(120)

$$\hat{F} = \frac{\sqrt{3}}{2} \frac{G}{\Gamma \gamma_{11}} d\sigma \wedge dx^2$$

(121)
where \( Q = -C^2\sigma^2 + c_1\sigma + c_2 \) and \( \gamma_{11}, \Gamma, \omega_0 \) are constants as above all determined in terms of the constants \( G, e \). This metric is locally isometric to a regular homogeneous metric on \( S^3 \) as we will show next. First though, note that its derivation shows it is only valid for \( 0 < \xi^2 < 1/4 \) and thus does not exist in supergravity for which \( \xi = 1 \). However one can take its \( \xi \to 0 \) limit to obtain the \( AdS_2 \times S^1 \times S^2 \) solution we derived in the previous section.

We may used the translation freedom in defining \( \sigma \) to set \( c_1 = 0 \). Then \( Q = C^2(\sigma_2^2 - \sigma^2) \) where \( \sigma_2^2 = c_2/C^2 \). Now change coordinates to

\[
\cos \theta = \frac{\sigma}{\sigma_2}, \quad \psi = \frac{C^2}{\Gamma \omega_0 \sqrt{\gamma_{11}}} x^1, \quad \phi = \frac{C^2 \sigma_2}{\Gamma \sqrt{\gamma_{11}}} x^2
\]

so \( 0 \leq \theta \leq \pi \) uniquely parameterises the interval \([-\sigma_2, \sigma_2]\). The near-horizon solution then becomes

\[
ds^2 = \frac{(3 - 4\xi^2)e^2}{2C^2} \left[ -C^2r^2 dv^2 + 2dvdr + \frac{1}{C^2}(d\theta^2 + \sin^2 \theta d\phi^2) \right] + \frac{4\xi^2 e^2}{C^4} (d\psi + \cos \theta d\phi)^2
\]

\[
\mathcal{F} = \frac{\sqrt{3}}{2} \left[ edr \wedge dv + |G|e \sqrt{1 - 4\xi^2} d\cos \theta \wedge d\phi \right]
\]

so the geometry consists of a direct product of \( AdS_2 \) and a homogeneously squashed \( S^3 \) (if \( 0 \leq \phi \leq 2\pi \) and \( 0 \leq \psi \leq 4\pi \) as claimed. Notice that all dependence of the constant \( G \) has cancelled from the metric and appears only in the combination \( |G|/G = \text{sgn}(G) \) in the Maxwell field. This thus describes two one-parameter families labelled by \( e, \text{sgn}(G) \) (\( C^2 \) is a trivial parameter). Notice that this is the same solution we derived in Lemma 2 earlier – indeed one can check that for this solution \( \mathcal{A} = \text{const} \partial/\partial \phi \) is Killing and \( \mathcal{A}^2 = 3(1 - 4\xi^2)/(16\xi^2) \).

**\( G \) nonconstant** It is easy to check that \( G = g\sigma \) is a solution to (110) provided \( C^2\Gamma = \frac{e^2(3 - 4\xi^2)}{2} \) is satisfied. Notice this is the same as in the \( G \) constant case. Also it implies that \( C^2\Gamma - e^2 = \frac{e^2(1 - 4\xi^2)}{2} \) and hence \( 1 - 4\xi^2 > 0 \) in this case too. It follows that

\[
\gamma_{11} = \frac{g^2(Q\Gamma + 4\xi^2 e^2 \sigma^2)}{4\xi^2 e^2(1 - 4\xi^2)}
\]

and from (108)

\[
\omega = \frac{8\xi^3 e^5 (1 - 4\xi^2)[3C^2\sigma^2(4\xi^2 - 1) + c_2(4\xi^2 - 3)]}{g^2(4\xi^2 - 3)(\Gamma Q + 4\xi^2 e^2 \sigma^2)^2}
\]

This can be integrated to give:

\[
\omega = \omega_0 + \frac{16C^2 e^3 \xi^3 (1 - 4\xi^2)\sigma}{(3 - 4\xi^2)g^2(\Gamma Q + 4\xi^2 e^2 \sigma^2)}
\]

where \( \omega_0 \) is an integration constant. One can also check that (111) is satisfied with the constant \( k = \frac{g^2 c_2(4\xi^2 - 3)}{C^2 (4\xi^2 - 1)} \). One can now check that the remaining near-horizon equations are satisfied (it suffices to check (65)). The horizon metric is given by (63). The Maxwell field simplifies to

\[
\mathcal{F} = -\frac{\sqrt{3}}{2} g \frac{\xi}{2\xi e} d\sigma \wedge (dx^1 + \omega_0 dx^2)
\]

We now consider regularity of this solution. Recall that compactness requires \( Q = C^2(\sigma_2 - \sigma)(\sigma - \sigma_1) \) with \( \sigma_1 < \sigma_2 \) and \( \sigma_1 \leq \sigma \leq \sigma_2 \). The analysis splits into two cases: either both roots \( \sigma_i \) are non-zero or one of them vanishes (both cannot vanish as they must be distinct). Consider the case where both roots are non-zero. From the form of the solution we see that \( \gamma_{11} > 0 \) for \( \sigma_1 \leq \sigma \leq \sigma_2 \). Therefore
the metric on \( \mathcal{H} \) is positive definite and non-degenerate for \( \sigma_1 < \sigma < \sigma_2 \) and degenerates at \( \sigma = \sigma_i \). The vector field \( m_i = d_i (\partial/\partial x^2 - \omega(\sigma_1) \partial/\partial x^1) \) vanishes at \( \sigma = \sigma_i \) where \( d_i \) is constant and in general the metric possesses conical singularities at these points. Since \( \omega(\sigma_1) \neq \omega(\sigma_2) \) it is a different vector field which vanishes at each root. By choosing the constants \( d_i \) appropriately one may therefore remove these conical singularities. This leaves one with a smooth inhomogeneous metric on \( S^3 \) (or quotients). Defining coordinates adapted to the combination of \( \phi \)

We now consider the second case in which one of the roots vanishes. Without loss of generality we take \( \sigma_1 = 0 \) and \( \sigma_2 > 0 \) so that \( Q = C^2 (\sigma_2 - \sigma) \sigma \). From \(^{(122)}\) we see \( \gamma_{11} \) vanishes at \( \sigma = 0 \). The metric on \( \mathcal{H} \) hence is positive-definite and degenerate at \( \sigma = 0, \sigma_2 \) where the distinct Killing fields \( m_1 = d_1 (\partial/\partial x^2 - \omega(\sigma_2) \partial/\partial x^1) \) vanish respectively. In general the metric will have conical singularities at these points, but it is always possible to choose the constants \( d_i \) to ensure regularity, i.e. \( m_i = \partial/\partial \phi^i \) where \( \phi^i \) have period \( 2\pi \). Since it each of the distinct Killing fields has one fixed point, we have an inhomogeneous metric on \( S^3 \) (or quotients). The horizon field strength \( F \) can also be shown to be regular everywhere by writing it in terms of the \( \phi^i \). In particular, near the degeneration points it is proportional to the associated volume form of the associated \( \mathbb{R}^2 \).

To summarise, the near-horizon geometries we have derived in this section are direct products of AdS\(_2\) with either a homogeneous (\( G \) constant) or an inhomogeneous (\( G \) nonconstant) metric on \( S^3 \) and a Maxwell field with both electric and magnetic components turned on. Furthermore, they are only valid for CS coupling \( 0 < \xi^2 < 1/4 \). We have not been able to solve the ODE \(^{(116)}\) in general and thus it is possible there are other \( G \) nonconstant solutions. Thus we are not able present a complete classification of near-horizon geometries with both electric and magnetic fields turned on (and \( \xi \neq 0 \)).

5 Summary

In this section we summarise the main results we have gathered for static near-horizon geometry solutions (with compact horizon sections and \( U(1)^2 \) symmetry) to \( D = 5 \) Einstein-Maxwell coupled to a Chern-Simons term with coupling \( \xi \). First recall that there are two ways a 5d near-horizon geometry with \( U(1)^2 \) symmetry can be static: either a warped product of (a quotient of) AdS\(_3\) with some compact \( M_2 \) or a warped product of AdS\(_2\) with \( \mathcal{H} \) \(^{(16)}\):

AdS\(_3\) In this case we have proved the most general near-horizon geometry is given by the direct product of a quotient of a patch of AdS\(_3\) with a round \( S^2 \) (spatial cross-sections of the horizon have \( S^1 \times S^2 \) geometry). Note this is a solution for any \( \xi \) and thus is valid for both pure Einstein-Maxwell and minimal supergravity. In fact the near-horizon geometry of the asymptotically flat supersymmetric black ring \(^{(14)}\) and the asymptotically KK supersymmetric black string \(^{(28)}\) are both in this class\(^{(8)}\).

AdS\(_2\) In this case we can classify all cases with electric but no magnetic fields for any \( \xi \) and find that there are two solutions both with \( S^3 \) horizons: one is the simple direct product \( AdS_2 \times S^3 \) and the other is a warped product of AdS\(_2\) with an inhomogeneous metric on \( S^3 \). These correspond to the near-horizon limits of asymptotically flat extremal RN and extremal RN in a background electric field respectively. In the case of a magnetic but no electric field we reduce the problem to a

\(^{(8)}\)The near-horizon region of the static extremal non-BPS ring discussed in \(^{(29)}\) is given by a quotient of a different patch of AdS\(_3\) \( \times S^2 \) (the Poincare patch). However, this example is a null orbifold singularity rather than a regular black hole (the horizon corresponds to the Poincare horizon of AdS\(_3\)). Such solutions are not covered by our analysis.
single non-linear 4th order ODE and could not find any explicit solutions to this, although we could show that any such solution must have $S^1 \times S^2$ horizon topology. When one has both electric and magnetic fields we reduce the problem to one third order non-linear ODE. We find no examples of this kind for $\xi^2 \geq 1/4$ (which includes the case of minimal supergravity), for $0 < \xi^2 < 1/4$ we find two examples with $S^3$ horizon topology (one homogeneous and one inhomogeneous metric), whereas for $\xi = 0$ the only example we have is the direct product $AdS_2 \times S^2 \times S^1$ (which is in fact the NH limit of a dyonic string constructed by oxidising extremal RN with $Q = \pm P$ to 5d).

These results should provide a starting point towards solving the classification problem for asymptotically flat static extremal black holes in five dimensional Einstein-Maxwell-CS theory. As we have shown, the presence of a magnetic field complicates even the classification of near-horizon geometries. Furthermore, even with an electric but no magnetic field we have shown there are two possible near-horizon geometries with the same topology: one corresponds to the round metric on $S^3$ and the other to an inhomogeneous metric on $S^3$. Note that the latter case was not found in [11]. This suggests that extending the uniqueness theorem of [8] to extremal black holes would require proving that the near-horizon geometry with an inhomogeneous horizon cannot be the near-horizon limit of an asymptotically flat black hole.
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A Extremal Reissner-Nordström in a Background Field

In this appendix we give the near-horizon geometry of an extremal 5d Reissner-Nordström black hole in an external background electric field. To obtain this solution we will apply a solution-generating technique as in [26] based on an analogue of the Harrison transformation [27]. The Reissner-Nordström black hole is given by

\[
ds^2 = -V dt^2 + \frac{dr^2}{V} + r^2(d\theta^2 + \sin^2 \theta d\phi^2 + \cos^2 \theta d\psi^2), \quad A = \frac{\sqrt{3} Q}{2} \frac{e^r}{r^2} dt\tag{128}\]

where $V = 1 - 2M/r^2 + Q^2/r^4$. First dualise $H = *F$ and calculate the potential $B$ defined by $H = dB$. One gets

\[
B = \frac{\sqrt{3} Q}{2} \left( \cos^2 \theta - \frac{1}{2} - \frac{cQ^2}{4} \right) d\psi \wedge d\phi \tag{129}\]

where we have defined the orientation by $\epsilon_{tr\theta\psi\phi} > 0$. The solution generating procedure [27] can be applied to metrics of this kind with a three-form with just the $B_{\psi\phi}$ component switched on as is the case here. The transformed solution is

\[
ds^2 = P^2 \left[-V dt^2 + \frac{dr^2}{V} + r^2 d\theta^2 \right] + \frac{r^2}{P} \left( \sin^2 \theta d\phi^2 + \cos^2 \theta d\psi^2 \right)\tag{130}\]

\[
B = \frac{\sqrt{3} Q}{2} \frac{e^r}{2P} \left( \cos^2 \theta - \frac{1}{2} - \frac{cQ^2}{4} \right) d\psi \wedge d\phi \tag{131}\]

where $c$ is the constant appearing in the generating procedure (so $c = 0$ reduces to RN) and

\[
P = \left( 1 - \frac{cQ}{2} \cos 2\theta \right)^2 + c^2 r^4 \sin^2 \theta \cos^2 \theta\tag{132}\]

and regularity requires $P > 0$ everywhere on and outside the horizon. This can be achieved by choosing $cQ < 2$. It is a simple task to dualize back to find $F = - * H$. It can be checked that the metric (130) has a regular event horizon of topology $S^3$ at the largest root of $V$, although the
horizon is equipped with an inhomogeneous metric whereas the horizon of the seed solution (128) is a round $S^3$. Hence (130) has the interpretation of being a Reissner-Nordström black hole immersed in a background electric fluxbrane [26] which ‘distorts’ the horizon.

Notice that one obtains an extremal black hole for $M = |Q|$ as for the asymptotically flat seed. Without loss of generality let $Q > 0$. Taking the near-horizon limit is straightforward and one finds the following solution parametrised by $(Q, c)$:

\[
ds^2 = \frac{P(\theta)^2}{2Q^{1/2}} \left( -\frac{2r^2 dr^2}{Q^{3/2}} + 2dvdr \right) + Q \left[ P(\theta)^2 d\theta^2 + \frac{P(0)^3 \sin^2 \theta (d\hat{\phi})^2}{P(\theta)} + \frac{P(\frac{\pi}{2})^3 \cos^2 \theta (d\hat{\psi})^2}{P(\theta)} \right]
\]

\[
\mathcal{F} = \frac{\sqrt{3}}{2} d(e r dv), \quad e = \frac{1}{Q} \left( \frac{c^2 Q^2}{4} - 1 \right)
\]

and the hatted angles each have period $2\pi$ and

\[
P(\theta) = \left( 1 + \frac{cQ}{2} \right)^2 - 2cQ \cos^2 \theta.
\]

Now consider the near-horizon geometry with vanishing magnetic field derived previously in Section 4.2.1. The full five-dimensional metric is given by (we have sent $r \to \Gamma r$):

\[
ds^2 = \Gamma(\hat{\theta}) \left( -C^2 r^2 dv^2 + 2dvdr \right) + \frac{\beta}{C^2} \left[ \sigma(\hat{\theta})^2 d\hat{\theta}^2 + \frac{\sigma_1^2 \cos^2 \hat{\theta}}{\sigma(\hat{\theta})} (d\phi^1)^2 + \frac{\sigma_2^3 \sin^2 \hat{\theta}}{\sigma(\hat{\theta})} (d\phi^2)^2 \right]
\]

\[
\mathcal{F} = \frac{\sqrt{3}}{2} d(e r dv), \quad e^2 = \frac{C^2 \sigma_1 \sigma_2 \beta}{4}
\]

where $\sigma(\hat{\theta}) = \sigma_1 \sin^2 \hat{\theta} + \sigma_2 \cos^2 \hat{\theta}$, $\Gamma(\hat{\theta}) = \beta \sigma(\hat{\theta})^2/4$, and $\phi^i$ have period $2\pi$. We will now show (135) is isometric to (133). Firstly define the constants

\[
Q = \frac{2}{\sqrt{C^2 \beta}}, \quad c = \frac{(\sigma_1 - \sigma_2) \sqrt{C^2 \beta}}{4}.
\]

The first of these is invariant under the scaling symmetry (91) and the second is invariant under (92). Now use (91) to set $C^2 = 2Q^{-3/2}$. This choice then implies $\beta = 2Q^{-1/2}$. Then use the second scaling symmetry (92) to fix the following relation:

\[
(\sigma_1 - \sigma_2)^2 + 16 = 8(\sigma_1 + \sigma_2).
\]

This is possible because each term in the above equation transforms in a different way under (92). Using $\sigma_2 > \sigma_1 > 0$ it is easy to check one can always choose the scaling parameter $\Omega$ defined in (92) to ensure (137) holds. Note that $C^2$ is not affected by this second scaling. With these choices we can invert to find

\[
\sigma_1 = \left( 1 + \frac{cQ}{2} \right)^2, \quad \sigma_2 = \left( 1 - \frac{cQ}{2} \right)^2.
\]

Finally making the identifications

\[
\theta = \hat{\theta}, \quad \phi = \phi^2, \quad \psi = \phi^1,
\]

so that $\sigma(\hat{\theta}) = P(\theta)$, one can check that (135) is isometric to (133). One can also easily check that $e = \alpha$ confirming the Maxwell fields agree too.

\footnote{Note that the $r$ coordinate here is different to the original one in (120).}
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