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Abstract
This study explores the relationship between engagement with an online, free to use question-generation application (PeerWise) and student achievement. Using PeerWise, students can create and answer multiple-choice questions and can provide feedback to the question authors on question quality. This provides further scope for students to engage in discussion about the question with their peers. Data on PeerWise use and examination performance was collected from over 3000 students across six large undergraduate courses (in physics, chemistry and biology) over three academic years in three research intensive UK universities. A reliable and valid measure of overall PeerWise activity was created and a multilevel model developed describing the relationship between PeerWise activity and student performance in end of course examinations. Using this approach, a significant positive association was found between students’ engagement with PeerWise and their academic attainment in end of course exams, even controlling for prior ability. The implications of these findings for educators are discussed.
Structured practitioner notes
What is already known about this topic

• Activities such as writing questions, answering questions and providing and using peer feedback are associated with enhanced understanding of course materials.

• Online applications such as PeerWise enable educators to implement these types of activities in large classes.

• Students who have a higher level of engagement with PeerWise have been shown to achieve higher levels of attainment in end of course exams than students with a lower level of engagement with PeerWise.

What this paper adds

• Multilevel modelling has been shown to be an effective tool for investigating the relationship between student engagement with PeerWise and their academic achievement.

• A reliable overall measure of PeerWise activity has been created that takes account of the quality of student comments and maintains the continuous nature of the data.

• There is a significant positive association between student engagement with PeerWise and performance across a range of courses, scientific disciplines, institutions and academic years

• The benefits are related to students’ overall level of engagement with the system, rather than being critically dependent on specific activities

Implications for practice

• This study suggests that PeerWise can be effective for students of all abilities and level of preparedness.

• The overall level of activity is key, so students should be encouraged to utilise the different activities available in the system in a way that suits their own needs and understanding.

Introduction
Enabling students to become creative, critical problem-solvers is essential if they are to successfully face the demands of 21st century working life (Nicol, 2010). Problem solving; thinking critically; and synthesising information demands more than just a knowledge of fact, or surface level understanding. The social context of the learning process is extremely important – knowledge is constructed through shared interactions (Vygotsky, 1978). There is a growing body of literature attesting to the educational benefit of student engagement in active and collaborative learning activities (Prince, 2004), centering on the idea that the student needs to be the key player in their own learning experience and engage meaningfully with course materials. Furthermore, universal access to the internet and the development of sophisticated computing applications with the functionality of question bank creation has hugely enhanced the potential benefit to students of question writing and peer feedback exercises in recent years.

One tool that aims to develop higher-order skills is PeerWise (Denny, n.d.), an online application which enables students to create a bank of multiple-choice questions for their classmates to answer. In addition to writing questions and answering questions posed by their peers, students may also provide feedback on question quality to the author and engage in discussion about the subject matter (Kay, Hardy, & Galloway, 2018). PeerWise highlights the value of students’ input “beyond reading... and listening” (Collis & de Boer, 2002), and towards the creation of resources to enhance the learning of the peer group as a whole (Hamer et al., 2008). By providing opportunities for students to make a tangible contribution to the course, they gain ownership of their learning and create materials emphasising what they view as valuable (F.-Y. Yu & Liu, 2005), whilst fostering deeper engagement with, and motivation for the learning process (Fellenz, 2004).

Purpose
The aim of this study was to investigate whether student engagement with course material through PeerWise activities promotes a deeper understanding of the course content. To test this, we used a two-fold approach. Firstly, we created a reliable, valid measure of PeerWise activity. We then developed a multilevel model to investigate whether engagement with PeerWise was associated with improved examination performance in courses across a range of disciplines and universities.

Theoretical framework
Student-generated questions and feedback
It has long been recognised that asking students to create questions enhances their engagement with, and understanding of, course materials (Draper, 2009; Rosenshine, Meister, & Chapman, 1996), resulting in a more solid retention of concepts (Chin & Brown, 2002; Lan & Lin, 2011). The process of writing multiple-choice questions – constructing question stems, working out correct answers and distractors, and writing explanations has potential not only to further deepen understanding, but also to develop skills of problem solving and information synthesis (F. Yu & Wu, 2012). Encouraging students to produce more complex, conceptual questions further deepens engagement and understanding. (Harper, Etkina, & Lin, 2003; Lan & Lin, 2011; Wilson, 2004). Furthermore, having an authentic audience to answer the questions posed, within a platform such as PeerWise, adds purpose the process, enhancing engagement (F.-Y. Yu & Chen, 2014).

While students have limited opportunities to pose many questions throughout their educational career, their role as question answerers is well established. Although the act of testing has often been regarded as “neutral” (Larsen, Butler, & Roediger, 2008), repeated testing, triggering the retrieval of information, has been demonstrated to be superior to engaging in additional studying of materials (Karpicke & Roediger, 2008). Applications such as PeerWise provide opportunities for frequent practice at answering questions. This allows students to maximise the direct benefit of practising information recall, as well as the indirect benefits of enhanced revision and reflection.

Providing feedback encourages the reviewer to engage critically with the subject matter in order to identify problem areas and provide advice or guidance as to possible solutions and improvements that could be made (Nelson & Schunn, 2008). Providing feedback to their peers also encourages students to spend more time on task and promotes a greater sense of accountability for not just their own learning, but also their peers (Li, Liu, & Zhou, 2012). When students need to go beyond their immediate initial understanding in order to critically engage with another student’s work, they may have to extend their knowledge to be able to articulate their point of view (Chi, Leeuw, Chiu, & Lavancher, 1994). After having given feedback, students are encouraged to reflect on, and improve their own performance, in light of their exposure to the standards set by their peers, and perhaps having developed a deeper understanding and internalization of assessment criteria (Cho & Cho, 2010; Li, Liu, & Steckelberg, 2010; Liu & Carless, 2006; Lu & Law, 2011). Indeed, the higher the quality of feedback provided by the reviewer, the better the reviewer’s subsequent performance. (Li et al., 2010).

Students can use Peerwise to write and receive feedback comments as well as to author and answer questions. Interestingly, while each of these individual activities has the potential to enhance academic achievement, studies have shown that it is through engaging across a range of PeerWise activities that students can best improve their understanding and academic performance (McQueen et. al , 2014). Previous studies of students overall use of PeerWise (see for example Casey et al., 2014; Denny, Hamer, Luxton-Reilly, & Purchase, 2008; Hardy et al., 2014) have used a “Multiple Measure” (MM); a combined measure of activities that can be said to represent the aggregate of the “work done” by a student using the system. However, this measure is largely based on the quantity of student contributions (number of questions written and answered, number of days active, length of comments), which does not necessarily reflect the quality.

Limitations of previous analyses

Most previous research has tended to focus on a single course, in a single year, situated within one institution (Galloway & Burns, 2014; Ryan, 2013, Denny, & Nicolson, 2011). Even those studies that have investigated PeerWise use across multiple courses (Casey et al., 2014, Hardy et al., 2014) have analysed results at the individual course level, rather than treating the data as a whole, thus limiting the statistical inferences that can be drawn when making comparisons between courses. This points towards the need for more robust and appropriate methods that allows for statistical comparison of results across courses, years and institutions by enabling data to be combined.

In addition, attempts to examine or account for the effects of prior attainment have been made by splitting students into attainment quartiles (Denny et al., 2008, Hardy et al., 2014), but this approach has a number of limitations. In particular, where the split is placed will affect the make-up of the groupings and thus the variation within and between groups. Although having a larger number of groupings allows students’ differences to be modelled at a higher level of granularity than, say, a division at the median, it is sub-optimal to categorise a continuous variable as this can result in a loss of statistical power (Cohen, 1983). Dichotomization of the data also introduces problems. For example, if a class of 200 students is divided into quartiles and each quartile split at the median into high and low activity, each group will only comprise 25 students which is a relatively small sample size to carry out statistical testing. Additionally, there are inevitably many tied ranks, especially for the number of questions authored and the number of days active, where most students author the minimum number of questions, and where there is a limited range of days that students are active. This problem is compounded when using a combined measure of activity.

Multilevel analysis has the potential to provide a more robust statistical analysis than has been performed previously. Multilevel models are linear regression models but where differences between groups - in this case, courses - can be modelled at several levels (Tabachnick & Fidell, 2013). Thus multilevel modelling allows for
statistical comparison of the association between PeerWise use and student achievement across courses by enabling data to be combined. In the current work, statistical comparisons across courses have been undertaken on aggregated data by accounting for the nested nature of the data.

**Courses and course context**

This study included six large undergraduate courses in three research intensive UK universities: Edinburgh and Glasgow (Scottish), and Nottingham (English), spanning three scientific disciplines; physics, chemistry and biology. Class sizes ranged from 90 to 279 students. The study covered academic years 2011-12, 2012-13 and 2013-14.

Instructors were motivated to use PeerWise by a desire to promote deeper engagement with course materials and the development of higher-order skills. In acknowledgement of the challenging nature of the task, students in all courses were given considerable guidance in writing effective multiple-choice questions through scaffolding workshops, and had opportunities to practise writing, answering and commenting on questions before the PeerWise system went ‘live’. This scaffolding did not focus on the user interface or mechanics of the PeerWise system, but rather addressed the pedagogic considerations needed for good quality multiple-choice questions. For example, the scaffolding workshops featured student activities highlighting effective and ineffective aspects of questions (e.g. poor-quality distractors, inadvertent cues, etc.) plus group activities on question design to familiarise students with the process. The incorporation of PeerWise was part of wider curriculum changes to promote active learning, for example, the adoption of electronic voting using ‘clickers’; Peer Instruction episodes; and the flipped classroom approach.

The PeerWise assessment was worth between 1% and 6% of the course mark. Each course stipulated a minimum level of engagement. (Table S1). The PeerWise assignment replaced a ‘traditional’ hand-in exercise, thus ensuring that students did not have an increased assessment load. Moreover, teaching staff did not monitor the system to ensure accuracy – the platform was regulated by students themselves, both in relation to academic quality and non-academic disputes. A lack of staff regulation may raise concerns about the overall quality of the repository, however research indicates that most students (over 90%) write accurate, clear questions, and in most instances where errors occur, they are identified and corrected by other students on the course (Bates, Galloway, Risse, & Homer, 2014; Bottomley & Denny, 2011; Denny, Luxton-Reilly, & Simon, 2009). Moreover, erroneous questions tend to be given a much lower quality rating by students (Denny, Luxton-Reilly, & Simon, 2009) and a significant positive correlation between quality rating and the number of answers to questions has also been reported (Denny, Hanks, & Simon, 2010). Quality ratings therefore have the effect of promoting accuracy and provide a rough filter for students to determine the usefulness of a particular question (Denny, Luxton-Reilly, & Simon, 2009). Aside from the small differences in the marking of the PeerWise assignment, course organisers confirmed that course structures remained the same across the study period – suggesting that within each course, performance would be broadly comparable across the three academic years.

The number of students included in the analysis, and the percentage of the total number of enrolled students this represents is shown in Table S2. Students were only included in the analysis if they had a measure of exam score, prior ability and the Multiple Measure. Therefore, not all students enrolled in the class have been included in the analysis.

**Method**

**Variable construction**

Three variables were constructed: exam score, prior ability, and the multiple measure of engagement – a derived variable comprising levels of engagement with each of the activities undertaken on PeerWise.

**Exam score:** The dependent variable of interest throughout this work is student attainment, as measured by performance in end of course exams. To assist with meaningful interpretation of the results, the final exam scores for each course remain unstandardized, thus ranging from 0-98. The overall mean exam score is 61.331 with a standard deviation of 16.207.

**Prior Ability:** Past academic performance has regularly been demonstrated to be a strong predictor of future performance. (Hattie, 2008). To account for the fact that stronger students will generally perform better in exams than weaker students and that they may also engage with PeerWise to a greater level, prior ability was statistically controlled for, to isolate its effect on exam score.

Course organisers were asked to identify an assessment, undertaken prior to the introduction of PeerWise as a measure of a student’s ability. In Physics 1A, the Force Concept Inventory (FCI) (Hestenes, Wells, & Swackhamer, 1992) – measuring student understanding of the Newtonian concept of force – was chosen. The FCI was undertaken prior to any teaching. Students enrolled on Physics 1B have (mostly) completed Physics 1A, therefore Physics 1A exam score was used as a proxy for ability. Similarly, Chemistry 1A is a prerequisite for Chemistry 1B. In both Physics 2 (Glasgow) and Foundations of Chemistry (Nottingham), compulsory class tests were chosen. Genes and Gene Action (GGA), a second-year course used exam performance on Molecules, Genes and Cells (MGC), a prerequisite first year course. These assessments were chosen on the basis that they
were designed to assess not only knowledge and understanding, but also aspects of problem solving and critical thinking. For example, the Physics courses under consideration conform to the expectations of Institute of Physics accreditation, which mandates some element of problem solving in potentially unrehearsed contexts. Similarly, the Chemistry courses are part of a Royal Society of Chemistry accredited programme, where assessment is required to rigorously test breadth of knowledge and its application to problems at a threshold level. As such, these assessments were considered reliable indicators of ability.

Pre-scores were standardized within each course and centred at the mean before their inclusion in the analysis since it cannot be assumed that a student that scores 60% in one course has the same ability as a student scoring 60% on a different course. As the mean for each of the courses is zero, they are therefore also centred at the grand mean – the overall mean of all the courses when aggregated.

**Multiple Measure:** The aggregate, or multiple measure (MM), of PeerWise activity used in the current study comprises a summed score based upon the standardized values of four activities undertaken using PeerWise - the number of questions written and answered and the number of *quality* comments given and received (where the feedback should be used to enhance understanding, thus improving future performance). The measures based quality comments distinguish between students who contributed posts filled with emojis or irrelevant text from those who wrote longer more detailed comments, and considers the benefit to students of *receiving* feedback from their peers, and differ from those used in previous studies (Casey et al., 2014; Denny, Hamer, Luxton-Reilly, & Purchase, 2008; Hardy et al., 2014), which used the number of days active on the system and comment length (along with the number of questions written and answered). Submissions from the start of the course until the date of the first sitting of the final exam were included, however duplicated or deleted questions were omitted, as were submissions from after the final exam until the resit.

All comments submitted to the system were coded, (n = 80262) according to a three-point scheme. Table S3 outlines the types of comment falling under each code within each course. The broad categories of the three-point scale increase reliability, resulting in more robust, error-free analysis of each student’s contribution. Details of reliability testing carried out on the coding is included in the supplementary information. It should be noted that quality of submission was not assessed in the PeerWise assignment. Comments at level 1 were irrelevant or nonsensical – submitted to increase a student’s participation score (n = 17106 – 22%). Comments at level 2 were relevant to the question but were more simplistic in nature, for example a general “good question” or “thank you” type comment. (n = 32438 – 40%) 78% of all comments written therefore provided relevant feedback to the question author, or contributed to wider discussion about the question or concepts it addressed. Although level 2 comments demonstrate engagement with the exercise and contribute to the development of the online community, only comments coded at level 3 were included in the analysis (n = 30398 – 38%), as a focus of this work was to move towards creating a measure of quality. These comments were more sophisticated, perhaps commenting on a specific aspect of the question, or identifying an error, or an alternative solution. Given the high number of comments, and that the platform was an unmoderated space for student interaction, instructors were very encouraged by the quality of the engagement of students.

Within each course, the number of submissions for each of the four measures – authoring questions; answering questions; giving quality comments; and receiving quality comments – were standardized. These scores were then summed and an average taken, to create the MM. The reliability and unidimensionality of the measure was then confirmed (α > 0.7), indicating measurement of the same underlying construct – engagement with the PeerWise system – and hence supporting the construct validity of the MM. It should be noted that for the purposes of this analysis, dimension reduction was undertaken purely to describe the structure of the data, thus the score on the measure is simply the mean score of the standardized activity levels.

**Multilevel Model**

In this study, a random intercept model was used. Random intercept models allow the mean value of the dependent variable of each group (course) to vary from the overall mean value, whilst assuming that the relationships or slopes between the independent and dependent variables remain constant across courses. This means that random intercept models are suitable for investigating whether PeerWise attainment and prior ability can explain any differences across courses in average student exam attainment, and whether any effects of PeerWise engagement remain significant when accounting for prior ability.

Initial testing was undertaken to confirm that course level differences in exam score did indeed exist. First, a null model was constructed with no predictor variables to determine: a) the amount of variation in exam score that can be attributed to course differences and b) whether the variation between courses is statistically significant and therefore worth modelling further. The overall mean exam score across all courses was 61.33. The intraclass correlation coefficient was calculated to be 0.0986 — indicating that around 10% of the total variation in exam score is attributable to course differences. This is the first indication that there are course-level differences worth further modelling (Robson & Pevalin, 2016). As a second method of determining whether there are differences between courses in exam score, the model fit of the null model (allowing mean exam score to vary across courses) was compared to the single-level model where course means were not allowed to vary.
The deviance statistic (−2LL) was calculated to assess the fit of the model. The higher the −2LL, the less optimal the model fit. The difference of 229.13 with 1 d.f. is highly significant, with a p value of < .001 thus demonstrating that there are significant course-level effects on exam score that are worth further examination. Changes in the −2LL can be tested to ascertain whether the addition of fixed or random effects significantly improves the fit of the model. If the model fit is significantly improved, then the newly added parameter explains a significant proportion of the variance and should therefore be left in the model. The −2LL is often taken as be the most accurate determinant of model fit, and thus it is suggested that, just as with effect sizes, the magnitude of the variance coefficients are considered, rather than their significance (Robson & Pevalin, 2016). This approach is adopted in the current work where the primary purpose of using multilevel modelling is to account for the nested structure of the data and to focus on the fixed effects in the model – the relationship between PeerWise activity and exam score (Kreft & De Leeuw, 1998).

The assumptions for multilevel modelling are broadly similar to those of linear regression. As with single level linear regression models, these assumptions were tested in the current work by producing normality plots and scatter plots at each level of analysis. This was undertaken for the “best model” in the analysis. The plots show some deviation from normality, however deletion of the most outlying cases at the student-level did not materially change the results of the analysis. All students were therefore included in the final analysis.

Although using multilevel models is preferable to simply aggregating course data without regard for the hierarchical, grouped data-structure, the small sample size at level 2 must be considered as a potential limitation. Whilst it has been suggested that at a minimum, there must be at least 10 level 2 units to conduct the analysis, a value of 20 is thought to be appropriate, and 30 has been cited as the smallest number to ensure that standard error and estimate display as little bias as possible. Caution should therefore be exercised in interpreting the random coefficients, however the fixed part of the model will be unaffected (Maas & Hox, 2005). Given the relatively small sample size of courses in this study, it is worth firstly interpreting the random intercept models, then using any significant effects in the random slope models as indicative of relationships worthy of future study. Preliminary analysis of the random effects may be a starting point for future analyses which may incorporate course-level variables to explain any emerging differences between courses, in the relationship between PeerWise activity and attainment.

Results

As described above, there exist course-level differences worth further modelling. Table 1 outlines the development of a model to determine the relationship between the multiple measure and exam score. Four models (Models 0-3) were developed; these are defined in Table 1. Model 0 shows that there is evidence of variation in exam score amongst courses. On adding the multiple measure and allowing the intercept to vary to create Model 1, a positive relationship between the multiple measure and exam score emerges. The −2LL is significantly reduced, indicating that model fit has been improved ($\chi^2 = 226.91$, 1 d.f., $p < .001$). This relationship persists with the addition of prior ability in model 2 ($\chi^2 = 190.67$, 1 d.f., $p < .001$). Although the multiple measure and prior ability both have a positive fixed relationship with exam score, only by allowing the regression slopes to vary according to course can it be determined whether the strength of relationship is in fact consistent across all courses. Given the limited number of units at level 2, extreme caution must be exercised when interpreting level 2 random effects. Model 3 demonstrates that whilst there is a significant fixed relationship between the multiple measure and exam score when controlling for prior ability, the relationship between the multiple measure and exam score also varies across courses ($\chi^2 = 828.32$, 2 d.f., $p < .001$), however this should be interpreted tentatively.

Across the 18 courses in question, there exists a significant positive relationship between overall engagement with PeerWise activity and performance in end of course exams – the greater the level of activity on the system, the higher a student’s exam score. Ability has been included in the model to remove its effects from the relationship between exam score and PeerWise activity. This research demonstrates that the relationship between exam score and PeerWise activity persists, even when controlling for a students’ prior ability.

Discussion

This is one of the most comprehensive studies of PeerWise undertaken to date, comprising over 3000 students in six courses, across three disciplines, in three universities, across three academic years. It is also the first study to report the use of multilevel modelling to investigate the benefits of engaging with PeerWise. The findings provide robust evidence to support the use of PeerWise as an effective tool for enhancing student learning and achievement. They also point to the flexible nature of the system; the positive association between PeerWise activity and student performance is not strongly dependent on the course, the material under study, the instructor or the implementation details. Furthermore, the benefits are related to the overall level of engagement, rather than being critically dependent on the specific activities that students undertake. This flexibility can perhaps be explained by the fact that different PeerWise activities target different aspects of the learning process. There is built-in differentiation within tasks – students can participate at a level that is most appropriate for their level of performance and understanding, for example, by writing questions that are complex, or choosing to answer more or less challenging questions. Some students may lack confidence to critique their peers’ contributions –
choosing to focus on the question authoring or answering aspects of the course. This flexibility of the system makes engagement with PeerWise beneficial to students of all abilities. It also ensures that opportunities to engage with tasks requiring higher-order skills such as evaluation are not limited to students of higher abilities – all students can engage with tasks at different levels at different times to best develop their weaknesses and stretch their understanding.

Students with a strong understanding of the material may find themselves able to write challenging questions, synthesising a range of topics; or may further their knowledge by providing an explanation for a fellow student who does not understand a concept; or develop a more elegant solution to a question. Students who are struggling to understand a topic or who need a stronger foundation of knowledge may find it most useful to practice answering questions to aid retention of concepts, to test their knowledge and to provide feedback on their performance. Moreover, students with a strong understanding in one curricular area might find they need more support in another. One of the clear strengths of the PeerWise system is that it allows students to self-sort their mode of engagement in this way without any additional input from the course instructor.

Occasionally there may be issues around suitability of posts, the accuracy or quality of questions, or the quality of the comments. It is inevitable that some students will participate at minimal levels, however it is important not to assume that all students who engage at times at a more superficial level do not also make insightful contributions. The community aspect of PeerWise is crucial to foster a safe space for learning, therefore it is arguably desirable that students behave in a similar manner online as they do offline, interacting on a social level as well as discussing their work. It could be argued that this indicates that students are using the system authentically, taking ownership of their space, and thus producing deeper engagement with the task. There is currently functionality for students to report offensive or problematic questions, however, that the space is student-owned is critical to the mindset in which students should be operating when using PeerWise. Given the small proportion of the overall course mark assigned to PeerWise, unchecked errors have minimal consequences on student marks. If the proportion of marks assigned to PeerWise were to increase, there may be a need to moderate submissions more systematically, however, it is the view of the authors that any more heavy-handed staff contributions may risk damaging the co-operative, student-led dynamic of the system.

It is worth noting that in all of the courses in this study, PeerWise only contributed a small (typically <5%) percentage of the overall course mark. It is also low cost in terms of staff effort, requiring little time to set up and maintain. Thus PeerWise potentially offers educators a ‘low-cost low-risk’ intervention that supports student learning across the class. More generally, it points to the educational benefits of providing students with a space where they can participate in the creation and discussion of course material in a structured but student-led way.

**Limitations**
The use of exam score as a measure of either attainment, or prior ability may have some limitations. Practising answering multiple-choice questions may not produce directly transferable benefits where there is no multiple-choice component in the final exam. Moreover, PeerWise encourages the development of higher-order skills such as reasoning and problem solving. These skills take time to develop and require a change in a student’s approach to learning, which may perhaps be better assessed after a longer period. Some may also argue whether exams can be considered the best assessment of higher cognitive skills such as problem solving. Although exams may risk merely testing recall, in the courses included in this study, higher order skills were explicitly targeted, for example, Physics 1A and 1B comprised open book exams, with the aim of encouraging students to apply their knowledge. In all other courses students were taught in an interactive manner by staff committed to incorporating an evidence-based pedagogy into their practice. There are also potential limitations of the MM. The activities comprising the MM have been given equal weighting. This assumes that each activity is of the same value in terms of both its learning benefits to, and the level of effort required from students, in its completion. The different balance of the activities in each course makes it difficult to place a meaningful weighting on each activity. Moreover, it is not clear how to judge, for example, the number of questions answered that would be equivalent to writing one question. Although giving each activity the same weighting may not accurately reflect the real balance in terms of the benefits of PeerWise, this compromise nevertheless ensures comparability across courses.
Table 1: Course effects on the relationship between MM and exam score

<table>
<thead>
<tr>
<th></th>
<th>Model 0</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient</td>
<td>S.E.</td>
<td>Coefficient</td>
<td>S.E.</td>
</tr>
<tr>
<td>Fixed Effects</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>60.84*</td>
<td>1.24</td>
<td>60.84*</td>
<td>1.24</td>
</tr>
<tr>
<td>z MM estimate</td>
<td>1.04</td>
<td>0.08</td>
<td>0.91*</td>
<td>0.07</td>
</tr>
<tr>
<td>z Pre-score estimate</td>
<td></td>
<td></td>
<td>1.39*</td>
<td>0.09</td>
</tr>
<tr>
<td>Random Effects</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Course Level Variance</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Covariance: Course and MM</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Slope variance: MM</td>
<td>0.21</td>
<td>0.11</td>
<td>0.04</td>
<td>0.70</td>
</tr>
<tr>
<td>Student Level Variance</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Student variance</td>
<td>239.61</td>
<td>6.13</td>
<td>225.73</td>
<td>5.78</td>
</tr>
<tr>
<td>Deviance (~-2*log likelihood)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N: course</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>18</td>
</tr>
<tr>
<td>N: students</td>
<td>3071</td>
<td>3071</td>
<td>3071</td>
<td>3071</td>
</tr>
</tbody>
</table>

* Coefficient is approximately twice its standard error.
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## Supplementary Material

### Table S1: PeerWise requirements and marking scheme by course in each academic year studied.

<table>
<thead>
<tr>
<th>Course</th>
<th>Academy</th>
<th>Author</th>
<th>Answer</th>
<th>Comment</th>
<th>% mark</th>
<th>Scoring</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Physics 1A</strong></td>
<td>Edinburgh</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2011–2012</td>
<td>3 deadlines</td>
<td>3</td>
<td>15</td>
<td>9</td>
<td>6% If students meet minimum requirements, those with the with lowest PW score get 40%. Below the minimum, marks are linearly fitted between 0 and 40%. Student with highest PW score whilst only completing minimum requirements, gets 70% students below this get a mark between 40 and 70%. The student with the highest PW score gets 100% - linear interpolation between those students who scored 70% and the maximum score students</td>
</tr>
<tr>
<td></td>
<td>2012–2013</td>
<td>2 deadlines</td>
<td>2</td>
<td>10</td>
<td>6</td>
<td>4% At least 1 question submitted but other minima not satisfied: 25% All minima satisfied and scoreboard score below class median: 75% All minima satisfied and scoreboard score above class median: 100%</td>
</tr>
<tr>
<td></td>
<td>2013–14</td>
<td>2 deadlines</td>
<td>2</td>
<td>10</td>
<td>6</td>
<td>4% As in Physics 1A 2012–13</td>
</tr>
<tr>
<td><strong>Physics 1B</strong></td>
<td>Edinburgh</td>
<td>1 deadline</td>
<td>1</td>
<td>5</td>
<td>3</td>
<td>1% As in Physics 1A 2011–12</td>
</tr>
<tr>
<td></td>
<td>2011–2012</td>
<td>2 deadlines</td>
<td>2</td>
<td>10</td>
<td>6</td>
<td>4% As in Physics 1A 2011–12</td>
</tr>
<tr>
<td></td>
<td>2012–2013</td>
<td>2 deadlines</td>
<td>2</td>
<td>10</td>
<td>6</td>
<td>4% As in Physics 1A 2012–13</td>
</tr>
<tr>
<td></td>
<td>2013–14</td>
<td>1 deadline</td>
<td>2</td>
<td>10</td>
<td>6</td>
<td>4% As in Physics 1A 2012–13</td>
</tr>
<tr>
<td><strong>Chemistry 1B</strong></td>
<td>Edinburgh</td>
<td>2 deadlines</td>
<td>2</td>
<td>20</td>
<td>6</td>
<td>3% As in Physics 1A 2011–12</td>
</tr>
<tr>
<td></td>
<td>2011–2012</td>
<td>1 deadline</td>
<td>1</td>
<td>5</td>
<td>3</td>
<td>1% As in Physics 1A 2011–12</td>
</tr>
<tr>
<td></td>
<td>2012–2013</td>
<td>1 deadline</td>
<td>1</td>
<td>5</td>
<td>3</td>
<td>1% As in Physics 1A 2012–13</td>
</tr>
<tr>
<td></td>
<td>2013–14</td>
<td>1 deadline</td>
<td>1</td>
<td>5</td>
<td>3</td>
<td>1% As in Physics 1A 2012–13</td>
</tr>
<tr>
<td><strong>GGA</strong></td>
<td>Edinburgh</td>
<td>1 deadline</td>
<td>2</td>
<td>20</td>
<td>6</td>
<td>4% As in Physics 1A 2011–12</td>
</tr>
<tr>
<td></td>
<td>2011–2012</td>
<td>1 deadline</td>
<td>2</td>
<td>20</td>
<td>5</td>
<td>5% As in Physics 1A 2011–12</td>
</tr>
<tr>
<td></td>
<td>2012–2013</td>
<td>1 deadline</td>
<td>2</td>
<td>20</td>
<td>5</td>
<td>5% As in Physics 1A 2011–12</td>
</tr>
<tr>
<td></td>
<td>2013–14</td>
<td>1 deadline</td>
<td>2</td>
<td>20</td>
<td>5</td>
<td>5% As in Physics 1A 2011–12</td>
</tr>
<tr>
<td><strong>Physics 2</strong></td>
<td>Glasgow</td>
<td>2 deadlines</td>
<td>4</td>
<td>8</td>
<td>4</td>
<td>1.67% As in Physics 1A 2011–12</td>
</tr>
<tr>
<td></td>
<td>2011–2012</td>
<td>1 deadline</td>
<td>1</td>
<td>5</td>
<td>3</td>
<td>5% As in Physics 1A 2011–12</td>
</tr>
<tr>
<td></td>
<td>2012–2013</td>
<td>1 deadline</td>
<td>1</td>
<td>5</td>
<td>3</td>
<td>5% As in Physics 1A 2011–12</td>
</tr>
<tr>
<td></td>
<td>2013–14</td>
<td>1 deadline</td>
<td>1</td>
<td>5</td>
<td>3</td>
<td>5% As in Physics 1A 2011–12</td>
</tr>
<tr>
<td><strong>Foundations</strong></td>
<td>Nottingham</td>
<td>1 deadline</td>
<td>1</td>
<td>5</td>
<td>3</td>
<td>5% As in Foundations of Chemistry 2012–13</td>
</tr>
<tr>
<td></td>
<td>2011–2012</td>
<td>1 deadline</td>
<td>1</td>
<td>5</td>
<td>3</td>
<td>5% As in Foundations of Chemistry 2012–13</td>
</tr>
<tr>
<td></td>
<td>2012–2013</td>
<td>1 deadline</td>
<td>1</td>
<td>5</td>
<td>3</td>
<td>5% As in Foundations of Chemistry 2012–13</td>
</tr>
<tr>
<td></td>
<td>2013–14</td>
<td>1 deadline</td>
<td>1</td>
<td>5</td>
<td>3</td>
<td>5% As in Foundations of Chemistry 2012–13</td>
</tr>
</tbody>
</table>
Table S2: Number of students in each course

<table>
<thead>
<tr>
<th>Course</th>
<th>2011–12</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Physics 1A (%)</td>
<td>Physics 1B (%)</td>
<td>Chemistry 1B (%)</td>
<td>GGA (%)</td>
<td>Glasgow Physics (%)</td>
<td>Nottingham Chemistry (%)</td>
</tr>
<tr>
<td></td>
<td>172 (83.1)</td>
<td>90 (50.6)</td>
<td>155 (89.6)</td>
<td>213 (76.6)</td>
<td>138 (90.8)</td>
<td>162 (95.9)</td>
</tr>
<tr>
<td></td>
<td>2012–13</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>245 (84.2)</td>
<td>131 (59.5)</td>
<td>136 (78.6)</td>
<td>232 (79.5)</td>
<td>151 (87.8)</td>
<td>167 (92.3)</td>
</tr>
<tr>
<td></td>
<td>2013–14</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>269 (88.2)</td>
<td>138 (55.6)</td>
<td>164 (77.7)</td>
<td>220 (76.9)</td>
<td>133 (90.5)</td>
<td>155 (85.6)</td>
</tr>
</tbody>
</table>

Coding of student comments: reliability testing

All the coding of student comments was carried out by AK. As a check of reliability, over 10% of Physics 1A 2012–13 comments were coded by JH, with minimal discussion about how to apply the scheme. The Spearman correlation between the original and recoded samples was .845, \( p < 0.01 \), indicating a high correlation between the application of the scheme by both coders. Cohen’s Kappa was calculated as .783, \( p < .001 \) – indicating strong agreement between coders. The coding scheme was therefore deemed to be sufficiently reliable.

Table S3: Comment coding scheme
<table>
<thead>
<tr>
<th>Code</th>
<th>Description</th>
</tr>
</thead>
</table>
| 1    | Symbols  
Nonsensical/off topic comments  
Reply to another comment without deep engagement  
Where student states they clicked the wrong button by mistake, or just reiterates what answer they chose  
Where student just states they got the question correct/incorrect  

**Examples:**  
"HAHAHA"  
"Yeah, thanks"  
"Got it wrong" |
| 2    | Non-specific comment about ease/difficulty; whether good/bad; whether helps understanding  
Non-specific expressions of thanks for previous feedback  
Non-specific statement of own understanding/whether the question tripped the answerer up or whether it clarified matters  

**Examples:**  
"Very interesting question"  
"Good question"  
"Easy question" |
| 3    | Specific mention of distractors/traps/explanation/  
Specific evaluation of why the question is good/bad; difficult/easy; why they like/dislike it  
Specific suggestions how to improve question/other options for distractors or solutions  
Specific evaluation of their own ability and understanding  
Specific evaluation of how the explanation/question has helped improve understanding  
Specific recognition that the question combines different aspects of the course/sheds new insight into a topic  
Specific expressions of thanks stating how writing question helped own understanding; agreeing/disagreeing with previous commentators  
Specific request for further assistance because of lack of understanding  

**Examples:**  
"Good question with a good, clear explanation. Challenging as well"  
"Would the one sliding down not be the fastest as all the potential energy is converted into linear motion i.e. 1/2mv^2 and none rotational motion?"  
"I did it just using conservation of energy. Work done by pulling a rope W=F*d=5*8=40N. Work is a change in cylinders Kinetic energy, so W=0.5*I*w^2, and from here we get, that w=141.4rad/s. answer is the same, and it is much faster this way. Nice problem though, thanks". |