Efficient Analytical Calculation of Non-line-of-sight Channel Impulse Response in Visible Light Communications

Citation for published version:

Digital Object Identifier (DOI):
10.1109/JLT.2017.2786459

Link:
Link to publication record in Edinburgh Research Explorer

Document Version:
Peer reviewed version

Published In:
Journal of Lightwave Technology

General rights
Copyright for the publications made accessible via the Edinburgh Research Explorer is retained by the author(s) and / or other copyright owners and it is a condition of accessing these publications that users recognise and abide by the legal requirements associated with these rights.

Take down policy
The University of Edinburgh has made every reasonable effort to ensure that Edinburgh Research Explorer content complies with UK legislation. If you believe that the public display of this file breaches copyright please contact openaccess@ed.ac.uk providing details, and we will remove access to the work immediately and investigate your claim.
Efficient Analytical Calculation of Non-Line-of-Sight Channel Impulse Response in Visible Light Communications

Cheng Chen, Student Member, IEEE, Dushyantha A. Basnayaka, Member, IEEE, Xiping Wu, Member, IEEE, and Harald Haas, Senior Member, IEEE

Abstract—This study provides an analytical method to calculate the non-line-of-sight (NLoS) channel impulse response (CIR) in visible light communication (VLC) systems based on intensity modulation and direct detection (IM/DD). In this method, the NLoS channel is decomposed into a number of components with different propagation categories. These propagation categories are defined according to the number of reflections and the reflective surfaces that the light undergoes. The CIR corresponding to each light propagation category is analysed, and the overall NLoS CIR is approximated by the combination of the calculated CIR components in different propagation categories. The proposed method poses the major advantage of offering accurate results with very low computational complexity. Typically, a NLoS CIR with a time resolution of 0.1 ns can be generated within a second in MATLAB. Furthermore, the derived analytical results could be used as an analytical tool for the VLC channel characterisation study in future research.

Index Terms—Channel impulse response, computational complexity, non-line-of-sight channel (NLoS), visible light communications.

I. INTRODUCTION

With the emergence of ‘smart’ devices and the increase in wireless Internet access demand, the existing radio frequency (RF) spectrum resources will no longer fulfil the requirement of the future wireless data traffic. In order to avoid the potential spectrum crisis, many technologies using higher frequency spectrum resources have been considered by researchers. Visible light communication (VLC) is one such technique. The main idea of VLC is to convert the existing light sources into wireless access points to provide wireless communication functionality [1]. Many experimental studies have demonstrated that single-link light-emitting diode (LED)-based VLC systems can achieve data rates in the scope of Gbps [2], [3]. In addition to the feature of high transmission capability, many unique characteristics of VLC, such as improved security, license-free spectrum, make it a promising technology for various future applications.

Many studies on indoor optical wireless have shown that the effects of a non-line-of-sight (NLoS) channel also plays an important role in VLC systems [4]. In RF communications (microwave, millimetre-wave), the NLoS paths are normally formed by the effects of specular reflections, diffractions by surrounding objects. Therefore, the channel impulse response (CIR) of the signal via these NLoS paths shows multiple ‘spikes’ with discrete delays. The strength of these ‘spikes’ is dominated by the transmitter-receiver separation, which can normally be characterised by a free-space path loss (FSPL)-based model [5]. In contrast, the NLoS channels in VLC systems are normally caused by diffused reflections due to the smaller wavelength of visible light. This phenomenon creates a countless number of reflection paths, and the corresponding CIR shows as a continuous waveform. The characteristics of this continuous CIR depends not only on transmitter-receiver separation, but also on many other parameters such as orientation and reflectivity. Consequently, a simple FSPL model is unable to characterise the NLoS channel.

Low-cost LEDs and photodiodes (PDs) are typically used in both wireless infrared (IR) communication systems and VLC systems. In addition, the signal propagation characteristics in wireless IR and VLC systems are similar as both systems use adjacent optical spectrum. Consequently, a number of methods developed for simulating wireless IR communication channels can be used for VLC studies [6], [7]. A widely used deterministic NLoS CIR calculation method has been proposed in [4]. In this method, a cuboid room with internal surfaces causing diffused reflections is considered. The internal surfaces are divided into a large number of small reflecting elements. With the given locations and orientations of the transmitter and receiver, an accurate CIR result can be obtained by calculating the interaction between each pair of elements. The main drawback of this approach is its extremely high computational complexity. It takes several days to calculate a CIR result for a small room considering up to 3rd order reflections with a moderate time resolution. In order to reduce the computation time, improved methods based on the DUSTIN algorithm [8] and the Monte Carlo simulation [9] have been proposed. Both methods reduce the computation time significantly. Especially for
the Monte Carlo method, an accurate CIR result can be obtained within a period of several minutes. A physical model of the IR channel using a sphere environment approximation has been proposed in [10] to approximate the frequency response of NLoS channels. It has been pointed out in [11] that since a typical incoherent visible light source has a broad optical spectrum, the methods developed in wireless IR communications cannot be directly used in VCL channel calculation. The dependency on light wavelength is considered in the deterministic CIR calculation method for the CIR calculation in VCL [11]. User mobility is taken into account in [12]. VCL channel characterisations based on the commercial optical design software Zemax is considered in [13]. Most of the aforementioned studies of VCL channel modelling offer results for special configurations, where generalisations are not straightforward.

In some VCL studies, such as multiple-input multiple-output (MIMO) in VCL [14] or networked VCL [15], a large number of channel samples are required to evaluate the system performance. If the deterministic or Monte Carlo method is used to generate the channel with NLoS components, it would take a considerable amount of time over many years. The channel model considering only line-of-sight (LoS) propagation is widely used because the VCL channel is generally dominated by the LoS path and the calculation has a very low computational complexity. An analytical closed-form expression for a NLoS CIR with a ceiling-bounce model in a diffused IR link has been derived in [16]. Motivated by this approach, in this study, we extend the work in [16] and propose an analytical method to calculate the NLoS CIR for VLC links. The current paper is an extended version of the previous study in [17].

Firstly, we decompose the complicated NLoS channel into a number of components with less-complicated light propagation categories. These propagation categories are defined according to the number of reflections and the reflective surfaces that the light undergoes. Secondly, the analysis of the channel with each category is carried out, and the corresponding CIR analytical expressions are obtained. Finally, the overall CIR is approximated as a superposition of these CIRs for each category. It is shown in this paper that the proposed method provides an efficient tight approximation for NLoS VLC CIRs considering up to 2nd order reflections.

The remainder of this paper is arranged as follows. The analysis methodology presented in this study is introduced in Section II. A preliminary single reflection CIR calculation is introduced in Section III. The detailed analysis of the component NLoS CIRs and the corresponding analytical results are presented in Section IV. The final approximated overall NLoS CIR calculation is presented in Section V. In addition, the calculation accuracy and computation time is evaluated and compared with the state-of-the-art method in this section. Conclusions are drawn in Section VI.

II. NON-LINE-OF-SIGHT CHANNEL ANALYSIS METHODOLOGY

In this section, the methodology of the proposed approach to analyse the NLoS channel in typical indoor environments such as cuboid rooms is presented. Multi-path reflections caused by internal surfaces inflict major NLoS channel components. It is assumed that the room’s internal surfaces cause diffused reflections with fixed reflectance. In addition, a transmitter and a receiver are defined with specified locations. In this study, we are interested in calculating the normalised optical CIR. In the CIR calculation, we consider the detected optical power at each time instant on the receiver PD detector with a unity optical power radiated from the transmitter optical source. Without loss of generality, the optical CIR is normalised by time. This metric has also been used in many other publications [4], [18]. Note that an incoherent light source is assumed to be used. Therefore, the power of the optical signals can be incoherently added in the CIR calculation as the phases of optical signals are uncorrelated.

For the convenience of analysis, the entire NLoS CIR can be decomposed into multiple components with respect to the number of reflections occurred as:

\[
h_{\text{NLoS}}(t) = \sum_{i=1}^{\infty} h_{i}(t),
\]

where \(h_{i}(t)\) represents the component CIR with light undergoing exactly \(i\) reflections. Despite the decomposition according to the number of reflections, the complexity of each component is still too high to conduct tractable analysis. In order to further decrease the analytical complexity, each component CIR \(h_{i}(t)\) is further decomposed according to the light propagation category. A number of major light propagation categories are considered in this study.

In the case of \(h_{1}(t)\), there is only one propagation category: light travels from the transmitter to one of the four walls, and after the reflection it continues to propagate to the receiver, as shown in Fig. 1(a). This light propagation category is called the transmitter-to-wall-to-receiver (TWR). For the channel of this category, the signal only interacts with a single surface. Consequently, the relationship between the geometric characteristics and the time delay characteristics of the channel is tractable for analysis as demonstrated in [16]. In the case of \(h_{2}(t)\), light propagation between different surfaces exists. The different combinations of these propagations between different surfaces lead to four light propagation categories as shown in Fig. 1(b), (c), (d) and (e). For example, in one of the categories, the emitted light from the transmitter propagates via the floor and ceiling and incidents to the receiver. For convenience, this category is called the transmitter-to-floor-to-ceiling-to-receiver (TFCR). Similarly, the other three categories are the transmitter-to-wall-to-ceiling-to-receiver (TWCR), the transmitter-to-wall-to-wall-to-receiver (TWWR) and the transmitter-to-floor-to-wall-to-receiver (TFWWR) categories. The analytical complexity of these categories is higher than that of TWR as the CIR calculation of these categories requires integrations over two surfaces. However, it is demonstrated that via appropriate approximations and simplifications, analytical CIR expressions can be obtained for several dominant categories. The resulting expressions have one or two one-dimensional (1-D) integrations with finite limits. The channel categories due to higher order reflections can also be defined in a similar manner, but are omitted due to the exponential growth of analytical complexity as the order of
Fig. 1. (a) Light propagation in transmitter-to-wall-to-receiver case. (b) Light propagation in transmitter-to-floor-to-ceiling-to-receiver case. (c) Light propagation in transmitter-to-wall-to-ceiling-to-receiver case. (d) Light propagation in transmitter-to-wall-to-wall-to-receiver case. (e) Light propagation in transmitter-to-floor-to-wall-to-receiver case. (f) The notations of important geometric parameters.

Fig. 2. The deployment of a single reflection light propagation channel.

III. PRELIMINARY

In this section, a NLoS channel with a single diffused reflection by an infinite plane is considered. A closed-form expression for calculating the impulse response of this link in a special case is presented in [16]. However, the CIR analytical result for the general case will be frequently used in the CIR analysis of various categories in Section IV in this paper. For the convenience of the following analysis, we extend the work in [16] and present the expression for the general case here.

Fig. 2 shows the setup for a single reflection channel. A light source with a Lambertian emission order of \( m \) and an orientation of \( \vec{os} = [\tilde{x}_s, \tilde{y}_s, \tilde{z}_s] \) is \( L_s \) away from the plane. The Lambertian emission order \( m \) determines the radiation pattern of the light source, which is related to the light source half-power semiangle \( \phi_{1/2} \) by \( m = -1 / \log_2(\cos(\phi_{1/2})) \). A receiving element with a physical area of \( A_r \) and an orientation of \( \vec{or} = [\tilde{x}_r, \tilde{y}_r, \tilde{z}_r] \) is \( L_r \) away from the plane. Both the light source and the receiving element have the projection points on the plane. The distance between the two projection points is \( L_b \). The effective reflectivity of the surface is \( \rho \). The field of view (FoV) of the receiving element is \( \psi_{FoV} \). The CIR for this single reflection link is concluded in the following proposition.

**Proposition 1:** With specified values for \( m, A_r, \rho, L_s, L_r, L_b, \vec{os}, \vec{or} \) and \( \psi_{FoV} \), the impulse response for a single reflection
The channel can be calculated as:

$$h_{m,A_r,f}(t) = \frac{\rho(m+1)L_sL_r A_r}{2\pi^2} \times \mathcal{U} \left( t - \frac{L_0}{c} \right) \int_0^{2\pi} r_\theta(t) f(r_\theta(t), \theta) \frac{dt}{dt} d\theta, \quad (2)$$

where

$$f(r, \theta) = \left( r \left( \frac{L_sL_r x}{L_s + L_r} + L_s \hat{x}_s \right) \right)^m \times \left( r \left( \frac{L_sL_r y}{L_s + L_r} + L_s \hat{y}_s \right) \right)^m$$

$$\times \left( r \left( \frac{L_sL_r z}{L_s + L_r} + L_s \hat{z}_s \right) \right)^m$$

$$\times \left( \frac{L_sL_r x}{L_s + L_r} + L_s \hat{x}_s \right)^m$$

$$\times \left( \frac{L_sL_r y}{L_s + L_r} + L_s \hat{y}_s \right)^m$$

$$\times \left( \frac{L_sL_r z}{L_s + L_r} + L_s \hat{z}_s \right)^m$$

$$\times \frac{c}{2(L_s + L_r)} (c^2 t^2 - L_s^2 \cos^2 \theta)^2$$

$$+ \frac{c^2 t^2 (L_s - L_r)^2 (c^2 t^2 - L_s^2 \cos^2 \theta)}{(L_s + L_r)^2 (c^2 t^2 - L_s^2 \cos^2 \theta)^2} \sqrt{\epsilon_\theta(t)}$$

$$+ \frac{c^2 t^2 L_s L_r (2c^2 t^2 - L_s^2 - L_r^2 \cos^2 \theta)}{(L_s + L_r)^2 (c^2 t^2 - L_s^2 \cos^2 \theta)^2} \sqrt{\epsilon_\theta(t)}$$

$$- \frac{c}{2(L_s + L_r)} (c^2 t^2 - L_s^2 \cos^2 \theta)^2$$

$$+ \frac{c^2 t^2 (L_s - L_r)^2 (c^2 t^2 - L_s^2 \cos^2 \theta)}{(L_s + L_r)^2 (c^2 t^2 - L_s^2 \cos^2 \theta)^2} \sqrt{\epsilon_\theta(t)}$$

$$+ \frac{c^2 t^2 L_s L_r (2c^2 t^2 - L_s^2 - L_r^2 \cos^2 \theta)}{(L_s + L_r)^2 (c^2 t^2 - L_s^2 \cos^2 \theta)^2} \sqrt{\epsilon_\theta(t)}$$

$$L_0 = \sqrt{L_s^2 + (L_s + L_r)^2},$$

$$\epsilon_\theta(t) = 4L_s L_r \left( c^2 t^2 - L_s^2 \cos^2 \theta \right) \left( c^2 t^2 - L_s^2 \right)$$

$$+ \left( L_s - L_r \right)^2 \left( c^2 t^2 - L_s^2 \right). \quad (7)$$

**Proof:** The basic idea of this proposition is given as follows.

Each light ray is reflected by a point on the reflection plane.

The location of the point is defined by a polar coordinate system $(r, \theta)$. Firstly, the differential of the channel gain via each path is calculated. Then, the light signals via the paths with the same length arrive at the receiver at the same time. The accumulation of these signals forms the response at a certain time delay. The expression (4) is proportional to the channel gain via each path. The expression (4) corresponds to the reflection points that lead to the paths with the same time delay. Expression (6) corresponds to the shortest reflection path. More details about the derivation of Proposition 1 is given in Appendix A.

In Proposition 1, $c$ represents the speed of light, $\mathcal{U}(u)$ is the the unit step function, and $1_{\text{FoV}}(t)$ is an indicator function, which guarantees only the signals propagating within the FoV of receiver and light source coverage contribute to the CIR. The indicator function $1_{\text{FoV}}$ equals 1 if it satisfies the following conditions:

$$r(\vec{x}, \vec{y}, \vec{z}) = \frac{\vec{x}_s \times \vec{z}_r}{\vec{z}_s \times \vec{z}_r} \geq \cos \psi_{\text{FoV}}, \quad (8)$$

$$r(\vec{x}, \vec{y}, \vec{z}) \geq 0, \quad (9)$$

where (8) is the condition that the incident angle is within the receiver FoV and (9) is the condition that the incident angle is within the coverage of the light source. Note that the orientation vectors $\vec{d}_s$ and $\vec{d}_r$ are defined based on a reflection plane orientation of $[0, 0, -1]$ as shown in Fig. 16 in Appendix A.

**A. Comparison With Monte Carlo Simulation Results**

Fig. 3 shows three example CIRs calculated using the proposed method (2) and that using the Monte Carlo method [9] with various configurations. In the Monte-Carlo simulation, $5 \times 10^7$ iterations have been carried out for each result in this study, which is sufficient to obtain accurate results [9]. The size and the reflectance of the environment is defined in a way that is similar to the ideal condition specified for the analytical model. For example, in the single reflection channel model defined in this section, a single reflective plane with infinite size is assumed. In order to approximate this condition, a sufficiently large ceiling plane of size $50 \times 50 \times 50$ $\text{m}$ is defined and the reflectance of the remaining surfaces are set to zero. The agreement between the curves generated using (2) and that simulated using the Monte Carlo method proved the calculation accuracy of the proposed method with various link configurations.

**B. Comparison With Experimental Results**

In this subsection, an experiment is presented to validate the single reflection CIR analytical result. In this experiment, a LED torch (light source) and a positive-intrinsic-negative (PIN) diode detector (receiving element) are deployed next to a large board with light reflective paper causing diffused reflections, as shown in Fig. 4. Note that the measurement system used has a limited power budget to overcome the effects of noise at the detector. Therefore, we tried to adjust the experiment setup geometry to achieve a NLoS link with a higher channel gain. Both the
source and the detector are positioned 15 cm away from the reflector \( L_s = L_a = 0.15 \text{ m} \). The separation between the source and detector projections on the reflector is 30 cm \( L_b = 0.3 \text{ m} \).

Fig. 4. Single reflection CIR calculation validation experiment setup.

The source and the detector are orientated to the same area on the reflector. Specifically, the angle between the source orientation vector \( \hat{\mathbf{\delta}}_s = [0.766, 0, 0.643] \) and the source / detector LoS path is 40°, as shown in Fig. 4. The angle between the detector orientation vector \( \hat{\mathbf{\delta}}_r = [-0.643, 0, 0.766] \) and the LoS path is 50°. The reflectance of the paper board used is 0.97 [20]. The used LED torch has a narrow beamwidth. The measured radiation pattern is presented in the bottom-right sub-plot in Fig. 4. A Lambertian pattern with a half-power semiangle of \( \phi_{1/2} = 5.3^\circ \) offers a good approximation to the measured pattern as shown in Fig. 4. Due to the use of an optical concentrator, the FoV of the PIN diode detector is decreased to 20°. Despite the fact that there is no obstruction between the source and the detector, there is no LoS transmission path in this setup due to the narrow beam of the source and the small FoV of the detector.

In the experiment, an arbitrary waveform generator (AWG) is used to generate an analogue impulse signal with a pulse width of 800 ns. Via a LED driving circuit, the impulse signal is amplified and converted to a positive unipolar waveform. After the electrical-to-optical conversion via the light source and transmission through the NLoS channel, the optical signal is received by the detector and converted to a current signal. Afterwards, the current signal is amplified by a transimpedance amplifier (TIA) and the impulse response waveform is captured by an oscilloscope.

The experimental result of the single reflection channel is presented in Fig. 5. In order to mitigate the effect of noise, the oscilloscope is operated in the averaging mode. This means that the presented result is the average of 16384 detected responses. Note that the obtained experimental result also includes the impulse response of the measurement system (AWG, LED, PD, TIA). Therefore, when comparing the experimental result with the analytical result, the CIR calculated using (2) should be convolved with the impulse response of the measurement system. The measurement system impulse response can be obtained by the following process: 1) firstly, we conduct a LoS CIR measurement with the source and the detector facing each other. The separation between the source and the detector is 30 cm. The measured CIR result is denoted as \( h_{\text{LoS}}(t) \). 2) then, we analytically calculate the LoS path loss \( G_{\text{LoS}} \). 3) finally, the measurement system impulse response can be found as:

\[
    h_{\text{ms}}(t) = h_{\text{LoS}}(t) / G_{\text{LoS}}.
\]

\( h_{\text{ms}}(t) \) is validated using (2). Also note that the presented results in Fig. 5 are the captured voltage signal in the AC coupling mode, where the DC component is removed from the captured signal. Therefore, the results have negative values.

IV. DETAILED ANALYSIS OF COMPONENT NON-LINE-OF-SIGHT CHANNEL IMPULSE RESPONSE

In this section, the CIR analysis for the channel with TWR, TFCR and TWCRR categories are presented. A cuboid room with a size of \( l_x \times l_y \times l_z \) is defined. The considered orientation of the light source in this study is towards the floor as this is the most common light deployment in practice. The reason for this is twofold. Firstly, the proposed method aims at providing an efficient CIR calculation for other VLC research, and a detector orientation of directing upwards is used in many VLC studies. In addition, this configuration leads to CIR results with reasonable complexity, which is one of the research objectives of this study. In practice, the fixed direction of PD detector can be achieved by using a mechanical design or by installing multiple PD detectors with different orientations on the receiver.

For the convenience of description, a number of parameters related to the positions of the transmitter and the receiver are defined. As shown in Fig. 1(f), the ceiling, the floor and one of the walls are used as references. \( z_s \) denotes the distance from the transmitter (ceiling) to the floor plane; \( z_r \) denotes the distance from the receiver to the floor plane; \( D_s \) denotes the distance from the transmitter to the wall plane; \( D_r \) denotes the distance from the receiver to the wall plane; the transmitter and the receiver have projections on the line where the floor plane and the wall plane intersect, and the distance between these two projection points is denoted as \( W \). These parameters are also illustrated in Fig. 1(f).
TABLE I

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>PD area / receiving area</td>
<td>$A_{pd} / A_r$</td>
<td>1 cm²</td>
</tr>
<tr>
<td>Wall effective reflectance</td>
<td>$\rho_w$</td>
<td>0.65</td>
</tr>
<tr>
<td>Ceiling effective reflectance</td>
<td>$\rho_c$</td>
<td>0.8</td>
</tr>
<tr>
<td>Floor effective reflectance</td>
<td>$\rho_f$</td>
<td>0.3</td>
</tr>
<tr>
<td>Room height</td>
<td>$z_s$</td>
<td>3 m</td>
</tr>
<tr>
<td>Time delay step</td>
<td>$\Delta t$</td>
<td>0.1 ns</td>
</tr>
</tbody>
</table>

Fig. 6. Light propagation geometry in TWR category. Setup 1

The configurations of the parameters listed in Table I are used if they are not specified. Note that the selected reflectivity is based on the requirement on the reflectance of indoor internal surfaces, which is specified in [19].

A. Transmitter-to-Wall-to-Receiver Channel Impulse Response (TWR)

The channel with TWR category undergoes a single reflection bounced by a wall plane, which can be treated as a special case single reflection channel as shown in Fig. 6. Therefore, the CIR of TWR category is a direct application of Proposition 1 and can be readily calculated using (2). Fig. 6 shows that the input values for $L_s, D_r$, and $L_{b,\text{twr}}$ should be $D_s, D_r$, and $L_{b,\text{twr}} = \sqrt{W^2 + (z_s - z_r)^2}$, respectively. By comparing the geometry shown in Fig. 6 and that shown in Fig. 2, it can be found that the segment between the projections of the transmitter and the receiver is tilted relative to the floor plane. As described in Section III, the orientation vectors of the transmitter and the receiver are defined based on the Cartesian coordinate system with the $x$ direction parallel to that segment. Therefore, this tilting leads to a transformation of the transmitter and receiver orientation vectors. Note that both the orientations of the transmitter and the receiver are parallel to the wall plane. In addition,

the tilting of the orientations depends on the ratio between $W$ and $z_s - z_r$. Consequently, the transformed orientation vectors should be:

$$\tilde{\vec{o}}_{s,\text{twr}} = \left[ z_s - z_r, \frac{W}{L_{b,\text{twr}}}, 0 \right],$$

and

$$\tilde{\vec{o}}_{r,\text{twr}} = \left[ z_s - z_r, -\frac{W}{L_{b,\text{twr}}}, 0 \right].$$

Therefore, the expression for the CIR with TWR category can be calculated as:

$$h_{\text{twr}}^{(1)}(t) = h_{\{m, A, \rho_w, D_s, L_{b,\text{twr}}, \psi_{\text{FoV}}\}}^{(1)}(t),$$

where $\rho_w$ denotes the reflectance of the wall and $A_{pd}$ denotes the physical area of the receiver PD detector.

Fig. 7 shows a number of CIRs in the TWR category with different setups calculated using (12). The corresponding CIR results generated using the Monte Carlo method are also presented in Fig. 7. The agreement between the CIR results generated by different methods validates the CIR calculation expression in TWR category (12).

B. Transmitter-to-Floor-to-Ceiling-to-Receiver Channel Impulse Response (TFCR)

In the TFCR channel category, the light undergoes two reflections bounced by ceiling and floor, respectively. In order to find the CIR expression for this NLoS category, a point located at $\vec{a}_b$ on the ceiling is considered as shown in Fig. 8. For the convenience of calculation, the whole space is defined by a three-dimensional (3-D) cylinder coordinate system $r-\theta-z$. The origin is defined at the point right below the receiver on the floor. Thus, the coordinates of the point $\vec{a}_b$ can be defined as $[r, \theta, z]$. Firstly, we treat point $\vec{a}_b$ as a ‘detector’ and consider a single reflection channel from the transmitter bounced by the floor to point $\vec{a}_b$, which is defined as transmitter-to-floor-to-ceiling point (TFC) channel. In this case, the ‘detector’ is facing the floor and has an infinitely small physical area of $dA$. Intuitively, the differential of the TFC CIR can be calculated using (2) as:

$$\begin{align*}
\frac{d}{dt} h_{\text{tfc}}(t) &= h_{\{m, dA, \rho_f, r, z_s, z_f, \phi_{\text{FoV}}\}}(t),
\end{align*}$$

where $\rho_f$ denotes the reflectance of the floor and $\phi$ is the length of the segment between the projections of transmitter and receiver.
where the term \( D_{tfc, \tilde{a}_b} \) denotes the length of the shortest propagation path via point \( \tilde{a}_b \) in the TFCR channel. Its value can be calculated as:

\[
D_{tfc, \tilde{a}_b} = \sqrt{4z^2_y^2 + r^2 + W^2 - 2rW \cos \theta.}
\]  

The term with unit step function in (20) indicates that \( h_{tfc}^{[2]}(t) \) is non-zero only when \( ct \geq D_{tfc, \tilde{a}_b} \), which leads to the following
expression for the TFCR category can be written in a form with θ to
This creates an opportunity to solve the integral with respect
the unknown variable. The boundary values of r can be found
as:
\[ r_1 = \frac{\hat{W} + \sqrt{c^2 t^2 - \hat{c}^2_{t,1} - t c_\theta \sqrt{\hat{c}^2_{t,2} - \hat{W}^2}}}{2 \left( c^2 t^2 - \hat{W}^2 \right)} \]  
\[ r_2 = \frac{\hat{W} + \sqrt{c^2 t^2 - \hat{c}^2_{t,1} + t c_\theta \sqrt{\hat{c}^2_{t,2} - \hat{W}^2}}}{2 \left( c^2 t^2 - \hat{W}^2 \right)} \]  

where \( c_{t,1} = \hat{W}^2 + (z_s + z_r) (3 z_s - z_r) \) and \( c_{t,2} = (c^2 t^2 - \hat{c}^2_{t,1})^2 - 4 (z_s - z_r)^2 (c^2 t^2 - \hat{W}^2) \). Then, the solution to the integration limits are \( t_1 = \max(r_1, 0) \) and \( t_2 = r_2 \).

The integration limit \( \vartheta \) can also be calculated by solving the same equation originated from (22) with \( \theta \) as the unknown variable. The boundary values of \( r \) is found as:

\[ \vartheta = \begin{cases} \ \arccos \left( \frac{2 c t \sqrt{r^2 + (z_s - z_r)^2 - c^2 t^2 + c_{t,1} \theta}}{2 r \hat{W}} \right) : r \geq -r_1, \\ \ \arccos \left( \frac{2 c t \sqrt{r^2 + (z_s - z_r)^2 - c^2 t^2 + c_{t,1} \theta}}{2 r \hat{W}} \right) : r < -r_1 \end{cases} \]  

The approximation in (18) makes (23) a simple function of \( \theta \). This creates an opportunity to solve the integral with respect to \( \theta \), thereby further simplifying (23). Therefore, the final CIR expression for the TFCR category can be written in a form with 

\[ h_{tcr}^2(t) = \int_{r_1}^{r_2} \int_{0}^{\vartheta} \left( \frac{2^{m} + 6 A_{pd} c t \rho \phi (m + 1) z_s^{m+3} r F_{tcr} e^{c^2 \vartheta^2}}{\pi^2 (z_s - z_r)^2} \right) \left( \frac{\hat{W}}{r^2} + \frac{1}{(z_s - z_r)^2} \right) \right) \]  

\[ \times \frac{\hat{U} \left( t - \frac{D_{tcr,\min}}{c} \right) d\theta dr}{(r^2 + (z_s - z_r)^2)^2}. \]  

\[ \text{(23)} \]  

Note that in the modification (23), the expression is multiplied by a factor of 2, and the lower limit of the integral with \( \theta \) is changed to 0. This is because expression (20) is reflection symmetric with respect to the \( x \)-axis. The integration limits \( t_1 \) and \( t_2 \) in (23) can be calculated by solving the inequality \( (22) \) with \( r \) as the unknown variable. The boundary values of \( r \) can be found as:

\[ r_1 = \frac{\hat{W} + \sqrt{c^2 t^2 - \hat{c}^2_{t,1} - t c_\theta \sqrt{\hat{c}^2_{t,2} - \hat{W}^2}}}{2 \left( c^2 t^2 - \hat{W}^2 \right)}, \]  

\[ r_2 = \frac{\hat{W} + \sqrt{c^2 t^2 - \hat{c}^2_{t,1} + t c_\theta \sqrt{\hat{c}^2_{t,2} - \hat{W}^2}}}{2 \left( c^2 t^2 - \hat{W}^2 \right)}, \]  

where \( c_{t,1} = \hat{W}^2 + (z_s + z_r) (3 z_s - z_r) \) and \( c_{t,2} = (c^2 t^2 - \hat{c}^2_{t,1})^2 - 4 (z_s - z_r)^2 (c^2 t^2 - \hat{W}^2) \). Then, the solution to the integration limits are \( t_1 = \max(r_1, 0) \) and \( t_2 = r_2 \).

The integration limit \( \vartheta \) can also be calculated by solving the same equation originated from (22) with \( \theta \) as the unknown variable. The boundary values of \( r \) is found as:

\[ \vartheta = \begin{cases} \ \arccos \left( \frac{2 c t \sqrt{r^2 + (z_s - z_r)^2 - c^2 t^2 + c_{t,1} \theta}}{2 r \hat{W}} \right) : r \geq -r_1, \\ \ \arccos \left( \frac{2 c t \sqrt{r^2 + (z_s - z_r)^2 - c^2 t^2 + c_{t,1} \theta}}{2 r \hat{W}} \right) : r < -r_1 \end{cases} \]  

\[ \text{(26)} \]
521 infinitely to other directions. Again, a point located at \(\hat{a}_b\) on the 
522 ceiling is considered, as shown in Fig. 10. This time the space is 
523 defined by a 3-D Cartesian coordinate system \(x-y-z\). The origin 
524 is defined at the projection point of the transmitter on the wall 
525 plane. Thus, the coordinate of the ceiling point \(\hat{a}_b\) is defined at 
526 \((x, y, 0)\). Similar to the CIR calculation for the TFCR category, 
527 a single reflection channel from the transmitter to the ceiling 
528 point \(\hat{a}_b\) is considered, except that the channel is resulted from 
529 the reflection by the wall plane. It is defined as transmitter-to-
530 wall-to-ceiling (TWC) channel. Again the corresponding 
531 CIR can be calculated using (2) as:

\[
dh_{\text{TWC}}(t) = \rho_c G_{\vec{c}2\vec{r}} d \hat{h}_{\text{TWC}}(t-t_{\hat{a}_b\vec{c}}),
\]

(29)

532 which is the same as (15) except the category of the single reflection 
533 channel. The LoS path loss \(G_{\vec{c}2\vec{r}}\) is again calculated using 
534 (16). The additional delay is again \(t_{\hat{a}_b\vec{c}} = D_{c2r}/c\). However, 
535 due to the use of a different coordinate system, the calculation 
536 of the Euclidean distance follows the expression below:

\[
D_{c2r} = \sqrt{(z_s - z_r)^2 + (x - D_r)^2 + (y - W)^2}.
\]

(30)

537 In order to calculate the final CIR for the TWC category, all 
538 of the paths reflected by the ceiling are considered, which leads 
539 to an integration of (29) over the ceiling plane as:

\[
h_{\text{TWC}}^{[2]}(t) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \rho_c (z_s - z_r)^2 A_{p\hat{a}_b} 1_{\text{FoV}} \\
\frac{\pi D_{c2r}}{2} \\
\times h_{[m,d,\hat{a}_b\vec{c},D_c,x,y,0])}(t - \frac{D_{c2r}}{c}).
\]

(31)

544 In order to reduce the complexity of (31), we can use a simplier 
545 approximated expression for (28). It has been found that 
546 the special case of \(y = 0\) in the calculation of (28) leads to a 
547 simpler and closed form expression. Similar to the approxima-
548 tion in (18), the following expression with magnitude scaling 
549 and minimum delay control is used to approximate the exact 
550 CIR (28):

\[
dh_{\text{TWC}}^{[b]}(t) \approx \mathcal{F}_{\text{TWC}}h_{[m,0,0,0]}^{[b]}(t) \\
\times \frac{\rho_c \hat{D}_s \hat{D}_c B(\frac{m+2}{2}, \frac{m+2}{2})}{\pi D_{c2r}} \\
\times \frac{t_{\text{TWC}}^{[2]}(t-D_{\hat{a}_b\vec{c}})}{t_{\text{TWC}}^{[2]}(t-D_{\hat{a}_b\vec{c}})} \\
\times \frac{t_{\text{TWC}}^{[2]}(t-D_{\hat{a}_b\vec{c}})}{t_{\text{TWC}}^{[2]}(t-D_{\hat{a}_b\vec{c}})}. 
\]

(32)

552 where \(D_{\hat{a}_b\vec{c}}\) denotes the length of the shortest propagation 
553 path via point \(\hat{a}_b\) in the TWC channel. Its value can be calcu-
554 lated as:

\[
D_{\hat{a}_b\vec{c}} = \sqrt{(z_s - z_r)^2 + (x - D_r)^2 + (y - W)^2} + \sqrt{(D_s + x)^2 + y^2}.
\]

(38)

557 The unit step function in (37) indicates that \(h_{\text{TWC}}^{[2]}(t)\) is non-
558 zero only when \(\hat{t} \geq D_{\hat{a}_b\vec{c}}\), which leads to the following 
559 approximated expression (32) is more complex than that in (18). This is because the 
560 approximation (32) is more complex than that in (18). This is because the 
561 factors in approximation (32) are functions of four parameters 
562 \(D_s, x, y\) and \(m\). In contrast, the factors in (18) are functions of 
563 two parameters \(m\) and \(\hat{r}\). The details and accuracy of the 
564 approximation (32) are provided in Appendix C.

Thus, by inserting (32) into (31), the CIR expression for the 
567 TWCR category can be calculated as:

\[
h_{\text{TWC}}^{[2]}(t) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \rho_c \hat{D}_s \hat{D}_c B(\frac{m+2}{2}, \frac{m+2}{2}) \\
\times \frac{t_{\text{TWC}}^{[2]}(t-D_{\hat{a}_b\vec{c}})}{t_{\text{TWC}}^{[2]}(t-D_{\hat{a}_b\vec{c}})} \\
\times \frac{t_{\text{TWC}}^{[2]}(t-D_{\hat{a}_b\vec{c}})}{t_{\text{TWC}}^{[2]}(t-D_{\hat{a}_b\vec{c}})}. 
\]

(37)

572 where \(D_{\hat{a}_b\vec{c}}\) denotes the length of the shortest propagation 
573 path via point \(\hat{a}_b\) in the TWC channel. Its value can be calcu-
574 lated as:

\[
D_{\hat{a}_b\vec{c}} = \sqrt{(z_s - z_r)^2 + (x - D_r)^2 + (y - W)^2} + \sqrt{(D_s + x)^2 + y^2}.
\]

(38)

583
inequality:
\[
(c^2t^2 - W^2)y^2 - W \left( c^2t^2 + 2(D_s + D_t)x - (z_s - z_r)^2 - W^2 \right) + 2(D_s + D_t)x - (z_s - z_r)^2 - D_s^2 + D_t^2 \geq 0.
\]

With the satisfaction of (39), the integration limits in (37) should be changed to finite values, and the term with the unit step function in (37) can be replaced by \( U(y) \) as the unknown variable. The solutions to this integration limit can be found as:

\[
D_{\text{twcr, min}} = \sqrt{W^2 + \left( D_s + \sqrt{(z_s - z_r)^2 + D_s^2} \right)^2}. \tag{40}
\]

Thus, (37) can be further modified as (41) shown at bottom of this page. The integration limits \( \eta_1 \) and \( \eta_2 \) in (41) can be calculated by solving the equation originated from inequality (39) with \( y \) as the unknown variable. The solutions to \( \eta_1 \) and \( \eta_2 \) can be found as:

\[
\eta_2 = \frac{W (c^2t^2 - \epsilon_{\text{twcr,1}} + 2(D_s + D_t)x) + c t \sqrt{\epsilon_{\text{twcr,1}}}}{2(c^2t^2 - W^2)}, \tag{42}
\]

\[
\eta_1 = \frac{W (c^2t^2 - \epsilon_{\text{twcr,1}} + 2(D_s + D_t)x) - c t \sqrt{\epsilon_{\text{twcr,1}}}}{2(c^2t^2 - W^2)}, \tag{43}
\]

where \( \epsilon_{\text{twcr,1}} = (z_s - z_r)^2 + W^2 - D_s^2 - D_t^2 \) and \( \epsilon_{\text{twcr,2}} = (c^2t^2 - \epsilon_{\text{twcr,1}} + 2(D_s + D_t)x)^2 - 4(c^2t^2 - W^2)(D_s + x)^2 \).

To ensure the existence of the real-value solution to \( \eta_1 \) and \( \eta_2 \), the term \( \epsilon_{\text{twcr,2}} \) have to be greater than zero, which leads to the solution to the integration limit \( \eta \):

\[
\eta = \frac{(\sqrt{c^2t^2 - W^2 - D_s})^2 - (z_s - z_r)^2 - D_s^2}{2 \left( \sqrt{c^2t^2 - W^2 - D_s - D_t} \right)}. \tag{44}
\]

Fig. 11 shows a number of CIRs of the TWCR category with different configurations calculated using (41). In addition, the corresponding results generated using the Monte Carlo method are also provided for comparison. The agreement between the CIR results generated by different methods validates the CIR calculation expression for the TWCR category (41).

V. OVERALL NON-LINE-OF-SIGHT CHANNEL IMPULSE RESPONSE

In conjunction with the analytical results for component CIRs in different light propagation categories, the overall CIR can be accurately approximated. Note that the TWR, TWCR component CIRs are with respect to a single wall. Since there are four walls in a typical room, the overall NLoS is the superposition of four TWR, four TWCR and one TFCR component CIRs. In order to calculate each component CIR, the related geometric parameters should be calculated based on the given information. The known information includes the room dimension \( l_x \times l_y \times l_z \), the position of the transmitter \( \vec{a}_t = [x_t, y_t, z_t] \) and the position of the receiver \( \vec{a}_r = [x_r, y_r, z_r] \), as shown in Fig. 12. The geometric parameters that requires calculation include \( D_{s,n}, D_{r,n}, W_{n}, W \). Note that the subscript \( n = 1, 2, 3, 4 \) is used to distinguish the same type of parameters with respect to different walls. The cases with \( n = 1 \) and \( n = 2 \) correspond to the wall with \( y = 0 \) and \( y = l_y \), respectively. The cases with \( n = 3 \) and \( n = 4 \) correspond to the wall with \( x = 0 \) and \( x = l_x \), respectively. The calculation of these parameters can be straightforwardly inferred from Fig. 12 using Euclidean geometry. The equations for the calculation are concluded in Table II.

\[
h_{\text{twcr}}[2](t) = \frac{2m \rho_w \rho_c A_{\text{pd}} B (m+2n_1, m+2n_2, m+2n_3, m+2n_4)}{\pi^3(m+1)^{-1}(z_s - z_r)^{-2}} \int_{\eta_1}^{\eta_2} \int_{0}^{t} \frac{1}{c^2t^2} \frac{D_s}{t - D_s/c} \frac{D_s}{t - D_s/c} (t - D_s/c) \frac{F_{\text{twcr}}(t - D_{\text{twcr, min}}/c)}{D_{\text{twcr}}(t - D_{\text{twcr}}/c)} \frac{1}{1 + \frac{D_s}{t - D_s/c}} \left( \frac{(ct - D_{s,1})^2}{4} - \frac{(D_{s,2} - x_{s,1})^2}{4} \right)^{3/2} dz dy.
\]
TABLE II
CALCULATION OF GEOMETRIC PARAMETERS

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_{x,n}$</td>
<td>$y_0$</td>
<td>$l_y$</td>
<td>$y_0$</td>
<td>$x_0$</td>
</tr>
<tr>
<td>$D_{x,n}$</td>
<td>$y_0$</td>
<td>$l_y$</td>
<td>$y_0$</td>
<td>$x_0$</td>
</tr>
<tr>
<td>$W_{n}$</td>
<td>$</td>
<td>x_0 - x_1</td>
<td>$</td>
<td>$</td>
</tr>
<tr>
<td>$W$</td>
<td>$\sqrt{(x_0 - x_1)^2 + (y_0 - y_1)^2}$</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 13. NLoS CIR results with different configurations. The sub-plot (a), (b), (c) and (d) correspond to the link setup 1, 2, 3 and 4, respectively. In addition to the results generated using the proposed method, those generated using the Monte Carlo method considering any order of reflections and considering 1st and 2nd order reflections are also presented.

TABLE III
LINK CONFIGURATIONS CORRESPOND TO THE NLOS CIR RESULTS SHOWN IN FIG. 13

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Room size [m]</th>
<th>Transmitter coordinate [m]</th>
<th>Receiver coordinate [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Setup 1</td>
<td>$5 \times 5 \times 3$</td>
<td>$[2.5, 2.5, 3]$</td>
<td>$[2.5, 2.5, 0]$</td>
</tr>
<tr>
<td>Setup 2</td>
<td>$5 \times 5 \times 3$</td>
<td>$[2.5, 2.5, 3]$</td>
<td>$[2.5, 2.5, 0]$</td>
</tr>
<tr>
<td>Setup 3</td>
<td>$10 \times 10 \times 3$</td>
<td>$4, 4, 3$</td>
<td>$5, 7, 0.75$</td>
</tr>
<tr>
<td>Setup 4</td>
<td>$10 \times 10 \times 3$</td>
<td>$4, 4, 3$</td>
<td>$5, 7, 0.75$</td>
</tr>
</tbody>
</table>

Then, the overall NLoS CIR can be calculated as the sum of the nine component CIRs as:

$$h_{\text{NLoS}}(t) \approx \sum_{n=1}^{4} h_{\text{t}_{\text{wrr}}}^{[1]}(D_{x,n}, D_{y,n}, W_{n})(t) + h_{\text{t}_{\text{crc}}}^{[2]}(W)(t)$$

$$+ \sum_{n=1}^{4} h_{\text{t}_{\text{fcr}}}^{[2]}(D_{x,n}, D_{y,n}, W_{n})(t),$$

where $h_{\text{t}_{\text{wrr}}}^{[1]}(D_{x,n}, D_{y,n}, W_{n})(t)$, $h_{\text{t}_{\text{fcr}}}^{[2]}(D_{x,n}, D_{y,n}, W_{n})(t)$ and $h_{\text{t}_{\text{fcr}}}^{[2]}(D_{x,n}, D_{y,n}, W_{n})(t)$ can be calculated using (12), (27) and (41), respectively.

A. Channel Impulse Response and Frequency

Fig. 13 shows the NLoS CIR results based on (45) in comparison to the results from using the Monte Carlo method. The setups of the analytical calculations and corresponding simulations are listed in Table III. A small square room and a longer rectangular room are considered in setup 1 and setup 2, respectively.

A much larger room is considered in setup 3 and setup 4. A half-power semi-angle of $\phi_{1/2} = 60^\circ$ and a receiver FoV of $\psi_{\text{FoV}} = 90^\circ$ are used in setup 1, 2 and 3. In setup 4, $\phi_{1/2} = 40^\circ$ and $\psi_{\text{FoV}} = 45^\circ$. In setup 1, the transmitter and the receiver are close to each other, the size of the room is relatively small, and the link is sufficiently close to the walls. Consequently, the overall magnitude of the NLoS CIR is relatively higher, and the responses due to 1st order reflections dominate the NLoS CIR, especially for the responses with short delays. In setup 2, the increased indoor space and the increased transmitter receiver separation leads to a NLoS CIR with a decreased magnitude. In setups 3 and 4, the considered transmitter/receiver positions are further away from the walls. Consequently, the magnitude of the CIRs due to 1st order reflections decreases significantly. Compared to setup 3, smaller transmitter half-power semiangle $\phi_{1/2}$ and receiver FoV $\psi_{\text{FoV}}$ are used in setup 4. Consequently, the magnitude of responses with longer delays is decreased. It is because the majority of the detected signal with a long delay is launched from the transmitter in a very large radiant angle, and very little optical power is radiated in the side directions of the transmitter with a small $\phi_{1/2}$. In addition, a signal with a long delay is also likely to reach the receiver with a very large incident angle, which cannot be detected by a receiver with a small $\psi_{\text{FoV}}$.

The accuracy of the approximation using the proposed method varies with the time delay. For the responses with short delays (roughly the first 10 ns), the proposed method offers excellent accuracy. For the responses with medium delay (roughly another 10 ns after the short delay), the proposed method under-estimates the CIR due to the omission of the response caused by part of the 2nd reflections with TWWR, TFWR categories and higher order reflections. For the responses with a long delay, the proposed method over-estimates the CIR compared to the results generated using the Monte Carlo method considering the 1st and 2nd order reflections. This is because the proposed CIR calculation method with each propagation category omits the effects of the boundary of the surfaces, which introduces extra responses with a long delay. However, this over-estimation is lower than the responses caused by higher order reflections. From a different point of view, it slightly compensates the omission of the higher order reflections. In addition, the approximation accuracy is also related to the size of the room. The proposed method offers a better approximation in a large indoor environment (setup 3 and setup 4) compared to the cases in a smaller indoor environment (setup 3 and setup 4).

Fig. 14 shows the corresponding magnitude response of the NLoS channels. It can be observed that with the presence of a LoS path between the transmitter and the receiver, the accuracy of the approximation using the proposed method varies with frequency. For the magnitude response with extremely low frequency (< 5 MHz), the proposed method underestimates the response relative to the case with the Monte Carlo method considering any order of reflections. However, comparing with the Monte Carlo method considering the 1st and 2nd order reflections, the proposed method offers a similar magnitude response. For the magnitude response with low frequency (5–50 MHz), the three curves are close to each other with a slight mismatch.
Fig. 14. NLoS magnitude response results with different configurations. The sub-plot (a), (b), (c) and (d) correspond to the link setup 1, 2, 3 and 4, respectively.

TABLE IV

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Room size [m]</th>
<th>Transmitter coordinate [m]</th>
<th>Receiver coordinate [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Setup 1</td>
<td>5 × 5 × 3</td>
<td>2.5, 2.5, 3</td>
<td>2.5, 2.5, 0.75</td>
</tr>
<tr>
<td>Setup 2</td>
<td>10 × 10 × 3</td>
<td>2.5, 2.5, 3</td>
<td>7.5, 7.5, 0.75</td>
</tr>
</tbody>
</table>

For the magnitude response with high frequency (>50 MHz), the three curves are virtually identical.

B. Computational Time Evaluation

The calculation of (12), (27) and (41) requires solving only one or two 1-D numerical integrals. Therefore, the computational complexity of (45) is very low. In this section, the computational time of the proposed method is evaluated compared with that of the state-of-the-art methods. In this study, the numerical integrations in (45) are implemented based on the Trapezoidal rule, and the interval for each definite integral is divided into \( N \) bins. The greater the number of the bins, the more accurate the calculated result. Since \( \theta \) is the variable in the integral (12), the number of bins in the integral (12) is defined as \( N_\theta \). Similarly, the numbers of bins in the calculation of (27) and (41) are defined as \( N_r \) and \( N_x (N_y) \), respectively. It has been empirically identified that \( N_\theta = 50, N_r = 50 \) and \( N_x = N_y = 30 \) offer reasonably accurate NLoS CIR results with a short computation time.

The impulse response of a channel is in the form of a continuous signal. In the actual CIR calculation, the result with a fixed time resolution is produced. By increasing the time resolution, a clearer view of the CIR can be obtained to characterise the channel with a wider frequency range. Two link setups are simulated to test the computation time while using three different methods. The configuration is listed in Table IV. The used half-power semi-angle is \( \phi_{1/2} = 60^\circ \), and the remaining parameters are the same as those listed in Table I. The first link considers a small room with a closely located transmitter and receiver in the centre. The second link considers a larger room with a distant separation between the transmitter and the receiver.

Fig. 15 shows that the required computation time in Matlab varies with the time resolution \( \Delta t \). The considered calculation methods include the deterministic method proposed in [4], the Monte Carlo method proposed in [22] and the proposed method in this study. To ensure the fairness of the comparison, up to 2nd order reflections are considered in the deterministic method and Monte Carlo method. With the deterministic method, the block size is configured based on the time resolution as \( A_r = 2c^2 \Delta t^2 \) [8]. With the Monte Carlo method, the ray-tracing process is repeated until the normalised mean square error (NMSE) of the CIR result is less than \( 2.5 \times 10^{-3} \). Calculating low time resolution CIR (\( \Delta t > 0.7 \) ns), the deterministic and Monte Carlo methods are able to calculate the results with a computation time in the range of a few seconds to about 100 s. With the same time resolution, the proposed method is able to finish the calculation with a computation time of less than 0.1 s. With the decrease of \( \Delta t \), the required computation time for all three methods increases. The required time for the deterministic method increases significantly. In the case of \( \Delta t = 0.1 \) ns, the computation time for the deterministic method is in the range of several hours to more than three days. This is because the increase in the time resolution leads to a significantly increased number of blocks that are smaller in size. Since the deterministic method considers all possible propagation paths between blocks and their combinations, the increased number of blocks significantly increases the computational complexity. In addition, increasing the room size requires a greater number of blocks to fill the larger internal surface area. Therefore, for the deterministic method, the computation time also increases significantly with the increase in the room size. With the Monte Carlo method, the increase of computation time with the decrease of \( \Delta t \) is not as significant as that with the deterministic method. With \( \Delta t = 0.1 \) ns, several minutes are required to obtain an accurate CIR result. This increase in computation time is due to the time bin width getting narrower as the time resolution increases. A narrower bin width requires more samples to average out the noise caused by the random process. In setup 2, the receiver is further away from the transmitter. Consequently, the traced ray has a lower probability to reach the region close to the receiver. Therefore, more computation time is required for the Monte Carlo method if the separation between the transmitter
and receiver increases. In contrast, the computation time for the proposed method increases slightly with the decrease of $\Delta t$. With a time resolution of $\Delta t = 0.1$ ns, the computation time for the proposed method is still less than a second. Furthermore, the required computation time varies slightly for different link setups.

VI. CONCLUSIONS

In this paper, a computationally efficient analytical method was proposed to calculate the NLoS CIR in typical VLC deployments. The CIR results calculated using the proposed method were compared with those generated by using the Monte Carlo method in [9] and the deterministic ray-tracing method in [4]. In comparison with the benchmark methods, the proposed method can provide accurate CIR results for NLoS channels with up to 2nd order reflections. Furthermore, the required time for the proposed method is significantly shorter than the benchmarks (typically less than a second). This method is useful for research that requires a large number of channel samples considering NLoS components, such as VLC MIMO [14] or system level studies of networked VLC [23].

APPENDIX A

DERIVATION OF PROPOSITION 1

Firstly, we place the setup shown in Fig. 2 in a Cartesian coordinate system. As shown in Fig. 16, the locations of the source element and the receiving element are defined in the coordinates as $\vec{a}_s = [-L_s L_b/(L_s + L_r), 0, -L_s]$ and $\vec{a}_r = [L_r L_b/(L_s + L_r), 0, -L_r]$, respectively. The orientations of the source element and the receiving element are defined as $\vec{\theta}_s = [\hat{x}_s, \hat{y}_s, \hat{z}_s]$ and $\vec{\theta}_r = [\hat{x}_r, \hat{y}_r, \hat{z}_r]$. All orientation vectors have a unity modulus. Considering the amount of light power incident to a point on the reflector at $\vec{a}_b = [x, y, 0]$, the Euclidean distance between the source and this point is $D_1$ and the Euclidean distance between the receiver and this point is $D_2$. The orientation of the reflector $\vec{\theta}_b$ is opposite to the direction of the $z$-axis. According to [21], the calculus of the path loss via $\vec{a}_b$ can be calculated as:

$$dG = \frac{\rho (m + 1) A_s A_r}{2\pi^2 D_1^2 D_2^2} \Phi_{\text{FoV}} \cos^m \phi_1 \cos \psi_1 \cos \phi_2 \cos \psi_2,$$

(A.1)

where $\phi_1$ and $\psi_1$ denote the radiant angle and incident angle from the light source and to the point at $\vec{a}_b$ on the reflector, respectively; $\phi_2$ and $\psi_2$ denote the radiant angle and incident angle from the the point at $\vec{a}_b$ on the reflector to the receiving element, respectively; $dA$ denotes the differential of the physical area of the reflecting point; and $\Phi_{\text{FoV}}$ is the indicator function showing whether the path is within the FoV of the receiver and within the coverage of the source. This leads to:

$$\Phi_{\text{FoV}} = \begin{cases} 1 & : \cos \psi_1 \geq 0 \& \cos \psi_2 \geq \cos \psi_{\text{FoV}} \vspace{0.5em} \text{,} \\ 0 & : \text{otherwise} \end{cases} \quad \text{(A.2)}$$

The relevant terms in (A.1) can be calculated as [4]:

$$D_1 = \sqrt{(x + L_s L_b/L_s + L_r)^2 + y^2 + L_s^2},$$

$$D_2 = \sqrt{(x - L_s L_b/L_s + L_r)^2 + y^2 + L_r^2},$$

$$\cos \phi_1 = \frac{\delta_s (\vec{a}_b - \vec{a}_s)^T}{D_1},$$

$$\cos \psi_1 = \frac{\delta_b (\vec{a}_b - \vec{a}_s)^T}{D_1},$$

$$\cos \phi_2 = \frac{\delta_b (\vec{a}_b - \vec{a}_r)^T}{D_2},$$

$$\cos \psi_2 = \frac{\delta_b (\vec{a}_b - \vec{a}_r)^T}{D_2}.$$

Thus, (A.1) can be rewritten as:

$$dG(x, y) = \frac{\rho (m + 1) A_s A_r}{2\pi^2} \Phi_{\text{FoV}} (x, y) dxdy \quad \text{(A.3)}$$

$$\Phi_{\text{FoV}} = \begin{cases} 1 & : \cos \psi_1 \geq 0 \& \cos \psi_2 \geq \cos \psi_{\text{FoV}} \\ 0 & : \text{otherwise} \end{cases} \quad \text{(A.2)}$$

The total received signal power can be calculated by integrating (A.3) over the entire reflector.

However, channel impulse response is a quantity closely related to delay $t$. In order to make the received signal power involve the time delay, we firstly consider calculating the power of the received signal that experienced a delay of less than $t$. This amount of power is denoted as $P_{\text{opt}, h}(t)$. The time delay is in conjunction with the length of the transmission path. With the given positions of the light source element and receiving element, all of the single reflection paths with a delay less than $t$ are within an ellipsoid. The foci of this ellipsoid are located at the positions of light source and the receiving element as shown in Fig. 17. For the convenience of defining this ellipsoid, another Cartesian coordinate system $x'-y'-z'$ is defined. In the $x'-y'-z'$ system, the centre of the ellipsoid is placed at the origin.
of the coordinates, and the two foci are placed on the $x'$ axis with the coordinates of $[-L_b/2, 0, 0]$ and $[L_b/2, 0, 0]$, where $L_b^2 = L_b^2 + (L_x - L_r)^2$. The equation for the ellipsoid can be written as:

$$\frac{x'^2}{(ct/2)^2} + \frac{y'^2}{(ct/2)^2} - \left(\frac{L_b}{L/2}\right)^2 - \left(\frac{L_b}{L/2}\right)^2 \leq 1,$$

With a given coordinate in $x'y'z'$, the corresponding coordinate in $x' y' z'$ can be obtained by carrying out a coordinate transformation as follows:

$$\begin{bmatrix} x' \\ y' \\ z' \end{bmatrix} = \begin{bmatrix} \cos \omega_c & 0 & \sin \omega_c \\ 0 & 1 & 0 \\ -\sin \omega_c & 0 & \cos \omega_c \end{bmatrix} \begin{bmatrix} x \\ y \\ z \end{bmatrix} + \begin{bmatrix} 2L_sL_r \\ L_r \sin \omega_c + \frac{L_b}{L/2} (L_x - L_r) \\ 0 \end{bmatrix},$$

(\text{A.5})

where $\omega_c$ is the rotation angle of the coordinates. It can be calculated using:

$$\omega_c = \arctan \left( \frac{L_x - L_r}{L_b} \right).$$

In conjunction with (A.5), the ellipsoid equation in the $x'y'z'$ system can be written as (A.6).

$$\begin{align*}
\left( \frac{x \cos \omega_c + z \sin \omega_c + \frac{2L_sL_r}{L_x + L_r} \sin \omega_c + \frac{L_b}{2(L_x + L_r)}(L_x - L_r)}{(ct/2)^2} \right)^2 \\
+ \left( \frac{y^2}{(ct/2)^2} - \left( \frac{L_b}{L/2} \right)^2 \right) \\
+ \left( \frac{z \cos \omega_c - x \sin \omega_c + \frac{2L_sL_r}{L_x + L_r} \cos \omega_c}{(ct/2)^2} - \left( \frac{L_b}{L/2} \right)^2 \right) \leq 1. \tag{A.6}
\end{align*}$$

In the case that the signal is reflected by a single diffusing surface, all reflected points have to fulfill the condition $z = 0$, which leads to an ellipse on the $x'y$ plane as:

$$\mathcal{W}_b(t) : \left( \frac{1 - L_b^2}{ct^2} \right) x^2 + \left( \frac{L_b(L_x - L_r)}{ct^2} \left( \frac{c^2 t^2 - L_b^2}{L_x + L_r} \right) \right) x$$

$$+ y^2 - \left( \frac{c^2 t^2 - L_b^2}{L_x + L_r} \right)^2 \left( \frac{L_x - L_r}{L_x + L_r} \right)^2 \leq 0. \tag{A.7}$$

This ellipse defines the integration limits for $x$ and $y$ when calculating $\hat{P}_{\text{opt}, h}(t)$. Therefore, $\hat{P}_{\text{opt}, h}(t)$ can be calculated as:

$$\hat{P}_{\text{opt}, h}(t) = \int \int_{\mathcal{W}_b(t)} f(x, y) dx dy.$$

Thus, the channel impulse response can be calculated as $h(t) = \frac{dP_{\text{opt}, h}(t)}{dt}$. For the convenience of calculating $h(t)$, a polar coordinate system with a radius $r$ and a polar angle $\theta$ is used. The polar coordinates can be calculated based on the following relationships:

$$x = r \cos \theta, \tag{A.8}$$

$$y = r \sin \theta. \tag{A.9}$$

By inserting (A.8) and (A.9) into (A.3), it gives:

$$dG(r, \theta) = \frac{\rho(m + 1) A_r L_s L_r}{2\pi^2} f(r, \theta) r dr d\theta,$$

where $f(r, \theta)$ can be found in (3). By inserting (A.8) and (A.9) into (A.7), it gives:

$$\mathcal{W}_b(t) :$$

$$\left( 1 - \frac{L_b^2 \cos^2 \theta}{ct^2} \right) r^2 + \left( \frac{L_b (L_x - L_r)}{ct^2} \left( \frac{c^2 t^2 - L_b^2}{L_x + L_r} \right) \cos \theta \right) r$$

$$- \left( \frac{c^2 t^2 - L_b^2}{L_x + L_r} \right)^2 \left( \frac{L_x - L_r}{4c^2 t^2} + \frac{L_x L_r}{c^2 t^2 - L_b^2} \right) \leq 0.$$  

Thus, the channel impulse response can be decomposed into two one-dimensional integrals as:

$$h(t) = \frac{d}{dt} \left( \frac{\rho(m + 1) A_r L_s L_r}{2\pi^2} \int_0^{2\pi} \int_0^{t_0(t)} f(r, \theta) r dr d\theta \right),$$

where the value of the limit $t_0(t)$ can be calculated by evaluating the bound value of $r$ in $\mathcal{W}_b(t)$. It is determined by making the inequality $\mathcal{W}_b(t)$ into an equality, and solving this equation with considering $r$ as the unknown. Thus, this solution $t_0(t)$ can be concluded as (4). According to the Chain rule $\frac{dt_0(t)}{dt} f(g(t)) \frac{d^2 g(t)}{dt^2} = f(g(t)) \frac{d^2 g(t)}{dt^2}$, the CIR can be further simplified as (2).

**APPENDIX B**

**APPROXIMATION IN (18)**

In this appendix, the approximation used in (18) is demonstrated, and the accuracy of the approximation with various parameters is evaluated. Firstly, the special case of (13) with...
\[ \bar{r} = 0 \text{ m} \] is considered. By making \( \bar{r} = 0 \), (13) can be rearranged as:

\[
\frac{d\hat{h}_{\text{TFC}}(t)}{dt} = \frac{h_{[0.0.1][0.0.1]}[1, D_{\rho w}, D_{z\rho w}, 0.90]^{-1}}{(m + 1)dA\rho f z_{m+3}} \left( \frac{c/2}{t m + b} \right), \tag{B.1}
\]

which is significantly simplified and in closed-form. It is worth noting that this is a special case of the result derived in [16].

An example of (B.1) is presented in Fig. 18. In this example, \( \phi_{1/2} = 60^\circ \) and the configuration of the remaining parameters are the same as those listed in Table I. Then, we calculate the CIR with \( \bar{r} = 3, 6 \text{ m using (13), which are also shown in Fig. 18.} \)

It can be observed that the shapes of the curves with different value of \( \bar{r} \) are similar. With the increase of \( \bar{r} \), the minimum delay of the response is longer due to the increased minimum transmission distance. In addition, the magnitude of the CIR is slightly increased compared to the special case of \( \bar{r} = 0 \) m.

Therefore, we use a unit step function to control the minimum delay and a scaling factor to control the response magnitude in the approximated TFC CIR (18). The scaling factor \( \mathcal{F}_{\text{TFC}} \) only needs to vary with \( m \) and the ratio \( \bar{r}/z_{s} \) as the effects of the remaining parameters are preserved by (B.1). In Fig. 18, the approximated TFC CIR results are presented in addition to their corresponding exact results calculated using (13). It can be observed that (18) offers an accurate approximation to the exact TFC CIR expression (13).

Next, the accuracy of the approximation with various configurations is evaluated. The NMSE of the CIR approximation is calculated, which is defined as:

\[
\epsilon_{\text{NMSE}} = \frac{\mathbb{E}_t \left[ (\hat{h}(t) - h(t))^2 \right]}{\mathbb{E}_t [h^2(t)]}, \tag{B.2}
\]

where \( \hat{h}(t) \) denotes the approximated CIR result. Fig. 19 shows results of NMSE varies with \( \bar{r}/z_{s} \) and with \( \phi_{1/2} \). It can be observed that with most of the configurations, the NMSE is negligible. With an increase of \( \bar{r}/z_{s} \) and a decrease of \( \phi_{1/2} \), the resulting NMSE increases. In the case that \( \phi_{1/2} \) is smaller than 30° and \( \bar{r}/z_{s} \) is greater than 2, the approximation becomes inaccurate. However, the magnitude of the CIR itself in this extreme case is significantly small. Consequently, these inaccurate components contribute little to the final TFCR calculation in (27).

Therefore, this approximation error will not significantly affect the accuracy of the CIR calculation of the TFCR category.

**Appendix C**

**Approximation in (32)**

In this appendix, the approximation used in (32) is demonstrated, and the accuracy of the approximation with various parameters is evaluated. Firstly, the spacial case of (28) with \( y = 0 \text{ m} \) is considered. By making \( y = 0 \text{ m}, (28) \) can be rearranged as:

\[
\hat{h}_{\text{TWC}-0}^{\bar{r}}(t, D, x) = h_{[0.1.0][0.1.0]}[m, D_{\rho w}, D_{x}, x, 0.90^\circ]^{-1}(t) = \rho_{w} D_{s} x B \left( \frac{m + 2}{2}, \frac{m + 2}{2} \right) 2^{m+3} \frac{s_{\text{TWC}}(t) dA(t - D_{s} x)}{\pi z_{m+1} z_{m+1}^{2}} \left( \frac{z_{m+1}}{z_{m+1}} \right)^{2} \left( \frac{D_{s} x}{2} - \frac{D_{s} x}{2} \right)^{3}, \tag{C.1}
\]
where

\[ t^2_{\text{twc}}(t) = \frac{c^2 t^2}{4} + \frac{(D_s^2 - x^2)^2}{4c^2 t^2} - \frac{D_s^2 + x^2}{2}. \]  
(C.2)

This special case expression (C.1) is significantly simplified and in closed form compared to the general case TWC CIR expression (28). Therefore, we use (C.1) as a base function to develop an expression to approximate (28). Considering a TWC channel in a general case with \( y \neq 0 \), the top view of the channel geometry is shown in Fig. 20(a). It is intuitive to find that the length of the shortest propagation path is \( D_{\text{twc}, \hat{x}} = \sqrt{(D_s + x)^2 + y^2} \).

Now we want to use the special case channel with \( y = 0 \) m to approximate the general case TWC channel as shown in Fig. 20(b). In order to achieve the correct minimum delay control, the minimum transmission distance in the approximated model should be the same as that in the original model, which means \( D_{\text{twc}, \hat{x}} = D_s + \hat{x} \) should be fulfilled. It has been found that by adjusting the values of \( D_s \) to \( \hat{x} \), the curve shape of the function (C.1) can be manipulated to be similar to that of the corresponding exact TWC CIR (28). Due to the difference in the incident (radiant) angles to (from) the wall in the exact and approximated TWC channel, the magnitude of the approximated CIR is different from the exact result. Therefore, a scaling factor \( F_{\text{twc}} \) is required. Thus, the approximated CIR can be written as:

\[ \tilde{h}_{\text{twc}}(t) = F_{\text{twc}} h_{\text{twc}, y=0}(t, D_s, \hat{x}). \]  
(C.3)

Next, we use an example to demonstrate the considered approximation. In this example, \( D_s = 1 \) m, \( x = 1 \) m, \( y = 1 \) m and \( \phi_{1/2} = 60^\circ \). The remaining parameters are the same as those listed in Table I. The CIR result calculated using (28) is shown in Fig. 21. In addition, the CIR result calculated using the base function (C.1) with \( D_s = 1.118 \) m and \( \hat{x} = 1.118 \) m is presented. It can be observed that the two curves are similar in shape but with a slight difference in magnitude as shown in Fig. 21. By multiplying the CIR result calculated using (C.1) with a factor of 0.8882, the scaled result shows a very close approximation to the exact TWC CIR curve. This example shows the possibility of using the proposed expression (C.3) to achieve accurate approximation. Appropriate functions for the calculation of \( D_s, \hat{x} \) and \( F_{\text{twc}} \) are important for the accuracy of the approximation. By using curve fitting tools, expressions (34), (35) and (36) have been found to provide acceptable accuracy. In Fig. 21, another two examples calculated using (32) are demonstrated. Both approximated results are close to the corresponding exact TWC CIR results calculated using (28).

Then, the accuracy of the approximation using (32) with various configurations is evaluated. The NMSE for various configurations defined by (B.2) in Appendix B is calculated. The results of NMSE varies with \( y/D_{\text{twc}, \hat{x}} \) and \( x/D_{\text{twc}, \hat{x}} \) in the case of \( \phi_{1/2} = 20^\circ, 40^\circ, 60^\circ \) are shown in Fig. 22. It shows that with majority of the configurations, the NMSE level is negligible. It is noted that in the case of \( y/D_{\text{twc}, \hat{x}} \) is significant and \( x/D_{\text{twc}, \hat{x}} \) is very close to zero, the NMSE starts to increase, especially when \( \phi_{1/2} \) is small.
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Efficient Analytical Calculation of Non-Line-of-Sight Channel Impulse Response in Visible Light Communications
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Abstract—This study provides an analytical method to calculate the non-line-of-sight (NLoS) channel impulse response (CIR) in visible light communication (VLC) systems based on intensity modulation and direct detection (IM/DD). In this method, the NLoS channel is decomposed into a number of components with different propagation categories. These propagation categories are defined according to the number of reflections and the reflective surfaces that the light undergoes. The CIR corresponding to each light propagation category is analysed, and the overall NLoS CIR is approximated by the combination of the calculated CIR components in different propagation categories. The proposed method poses the major advantage of offering accurate results with very low computational complexity. Typically, a NLoS CIR with a time resolution of 0.1 ns can be generated within a second in MATLAB. Furthermore, the derived analytical results could be used as an analytical tool for the VLC channel characterisation study in future research.

I. INTRODUCTION

With the emergence of 'smart' devices and the increase in wireless Internet access demand, the existing radio frequency (RF) spectrum resources will no longer fulfil the requirement of the future wireless data traffic. In order to avoid the potential spectrum crisis, many technologies using higher frequency spectrum resources have been considered by researchers. Visible light communication (VLC) is one such technique. The main idea of VLC is to convert the existing light sources into wireless access points to provide wireless communication functionality [1]. Many experimental studies have demonstrated that single-link light-emitting diode (LED)-based VLC systems can achieve data rates in the scope of Gbps [2], [3]. In addition to the feature of high transmission capability, many unique characteristics of VLC, such as improved security, license-free spectrum, make it a promising technology for various future applications.

Many studies on indoor optical wireless have shown that the effects of a non-line-of-sight (NLoS) channel also plays an important role in VLC systems [4]. In RF communications (microwave, millimetre-wave), the NLoS paths are normally formed by the effects of specular reflections, diffractions by surrounding objects. Therefore, the channel impulse response (CIR) of the signal via these NLoS paths shows multiple ‘spikes’ with discrete delays. The strength of these ‘spikes’ is dominated by the transmitter-receiver separation, which can normally be characterised by a free-space path loss (FSPL)-based model [5]. In contrast, the NLoS channels in VLC systems are normally caused by diffused reflections due to the smaller wavelength of visible light. This phenomenon creates a countless number of reflection paths, and the corresponding CIR shows as a continuous waveform. The characteristics of this continuous CIR depends not only on transmitter-receiver separation, but also on many other parameters such as orientation and reflectivity. Consequently, a simple FSPL model is unable to characterise the NLoS channel.

Low-cost LEDs and photodiodes (PDs) are typically used in both wireless infrared (IR) communication systems and VLC systems. In addition, the signal propagation characteristics in wireless IR and VLC systems are similar as both systems use adjacent optical spectrum. Consequently, a number of methods developed for simulating wireless IR communication channels can be used for VLC studies [6], [7]. A widely used deterministic NLoS CIR calculation method has been proposed in [4]. In this method, a cuboid room with internal surfaces causing diffused reflections is considered. The internal surfaces are divided into a large number of small reflecting elements. With the given locations and orientations of the transmitter and receiver, an accurate CIR result can be obtained by calculating the interaction between each pair of elements. The main drawback of this approach is its extremely high computational complexity. It takes several days to calculate a CIR result for a small room considering up to 3rd order reflections with a moderate time resolution. In order to reduce the computation time, improved methods based on the DUSTIN algorithm [8] and the Monte Carlo simulation [9] have been proposed. Both methods reduce the computation time significantly. Especially for
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the Monte Carlo method, an accurate CIR result can be obtained within a period of several minutes. A physical model of the IR channel using a sphere environment approximation has been proposed in [10] to approximate the frequency response of NLoS channels. It has been pointed out in [11] that since a typical incoherent visible light source has a broad optical spectrum, the methods developed in wireless IR communications cannot be directly used in VLC channel calculation. The dependency on light wavelength is considered in the deterministic CIR calculation method for the CIR calculation in VLC [11]. User mobility is taken into account in [12]. VLC channel characterisations based on the commercial optical design software Zemax is considered in [13]. Most of the aforementioned studies of VLC channel modelling offer results for special configurations, where generalisations are not straightforward.

In some VLC studies, such as multiple-input multiple-output (MIMO) in VLC [14] or networked VLC [15], a large number of channel samples are required to evaluate the system performance. If the deterministic or Monte Carlo method is used to generate the channel with NLoS components, it would take a considerable amount of time over many years. The channel model considering only line-of-sight (LoS) propagation is widely used because the VLC channel is generally dominated by the LoS path and the calculation has a very low computational complexity. An analytical closed-form expression for a NLoS CIR with a ceiling-bounce model in a diffused IR link has been derived in [16]. Motivated by this approach, in this study, we extend the work in [16] and propose an analytical method to calculate the NLoS CIR for VLC links. The current paper is an extended version of the previous study in [17].

Firstly, we decompose the complicated NLoS channel into a number of components with less-complicated light propagation categories. These propagation categories are defined according to the number of reflections and the reflective surfaces that the light undergoes. Secondly, the analysis of the channel with each category is carried out, and the corresponding CIR analytical expressions are obtained. Finally, the overall CIR is approximated as a superposition of these CIRs for each category. It is shown in this paper that the proposed method provides an efficient tight approximation for NLoS VLC CIRs considering up to 2nd order reflections.

The remainder of this paper is arranged as follows. The analysis methodology presented in this study is introduced in Section II. A preliminary single reflection CIR calculation is introduced in Section III. The detailed analysis of the component NLoS CIRs and the corresponding analytical results are presented in Section IV. The final approximated overall NLoS CIR calculation is presented in Section V. In addition, the calculation accuracy and computation time is evaluated and compared with the state-of-the-art method in this section. Conclusions are drawn in Section VI.

II. NON-LINE-OF-SIGHT CHANNEL ANALYSIS METHODOLOGY

In this section, the methodology of the proposed approach to analyse the NLoS channel in typical indoor environments such as cuboid rooms is presented. Multi-path reflections caused by internal surfaces inflict major NLoS channel components. It is assumed that the room’s internal surfaces cause diffused reflections with fixed reflectance. In addition, a transmitter and a receiver are defined with specified locations. In this study, we are interested in calculating the normalised optical CIR. In the CIR calculation, we consider the detected optical power at each time instant on the receiver PD detector with a unity optical power radiated from the transmitter optical source. Without loss of generality, the optical CIR is normalised by time. This metric has also been used in many other publications [4], [18]. Note that an incoherent light source is assumed to be used. Therefore, the power of the optical signals can be incoherently added in the CIR calculation as the phases of optical signals are uncorrelated.

For the convenience of analysis, the entire NLoS CIR can be decomposed into multiple components with respect to the number of reflections occurred as:

\[
h_{\text{NLoS}}(t) = \sum_{i=1}^{\infty} h_i(t),
\]

where \(h_i(t)\) represents the component CIR with light undergoing exactly \(i\) reflections. Despite the decomposition according to the number of reflections, the complexity of each component is still too high to conduct tractable analysis. In order to further decrease the analytical complexity, each component CIR \(h_i(t)\) is further decomposed according to the light propagation category. A number of major light propagation categories are considered in this study. In the case of \(h_1(t)\), there is only one propagation category: light travels from the transmitter to one of the four walls, and after the reflection it continues to propagate to the receiver, as shown in Fig. 1(a). This light propagation category is called the transmitter-to-wall-to-receiver (TWR). For the channel of this category, the signal only interacts with a single surface. Consequently, the relationship between the geometric characteristics and the time delay characteristics of the channel is tractable for analysis as demonstrated in [16]. In the case of \(h_2(t)\), light propagation between different surfaces exists. The different combinations of these propagations between different surfaces lead to four light propagation categories as shown in Fig. 1(b), (c), (d) and (e). For example, in one of the categories, the emitted light from the transmitter propagates via the floor and ceiling and incidents to the receiver. For convenience, this category is called the transmitter-to-floor-to-ceiling-to-receiver (TFCR). Similarly, the other three categories are the transmitter-to-wall-to-ceiling-to-receiver (TWCR), the transmitter-to-wall-to-wall-to-receiver (TWWR) and the transmitter-to-floor-to-wall-to-receiver (TFWR) categories. The analytical complexity of these categories is higher than that of TWR as the CIR calculation of these categories requires integrations over two surfaces. However, it is demonstrated that via appropriate approximations and simplifications, analytical CIR expressions can be obtained for several dominant categories. The resulting expressions have one or two one-dimensional (1-D) integrations with finite limits. The channel categories due to higher order reflections can also be defined in a similar manner, but are omitted due to the exponential growth of analytical complexity as the order of
reflections increases. Fortunately, it is shown in the final results that the omission of these higher order reflection components causes an acceptable loss in accuracy.

Ideally, the entire NLoS CIR should be the superposition of the CIR components considering all propagation categories. However, the channel with some categories is so complex that the corresponding expression is unavailable. Therefore, the superposition of the CIRs with part of the categories that dominate the NLoS channel is used to approximate the overall NLoS CIR.

In this paper, the expressions for the CIR with TWR, TFRCR and TWCR categories are derived and used to estimate the NLoS CIR. For the case of TFWR, the channel interacts with the wall and the floor. Therefore, the CIR is only perceivable when the link is next to one of the walls. In addition, the reflectivity of floor is typically low (0.2 to 0.4 [19]), which further decreases the significance of the channel of TFWR category. For the case of TWWR, the CIR is only perceivable when the link is next to one of the room corners. As long as the room is not small, this condition can be treated as a minor case. The power of the channels caused by high order reflections is expected to be low due to the significant path loss. Because of these reasons, the omission of the TFWR channel, the TWWR channel and other channels due to higher order reflections are expected to cause minor error in the NLoS CIR estimation. The analysis of the reflection and obstruction caused by other opaque objects, such as human bodies or furniture, is complicated, and many characteristics of these effects have not been investigated yet. Therefore, the impact of these issues are not considered.

III. PRELIMINARY

In this section, a NLoS channel with a single diffused reflection by an infinite plane is considered. A closed-form expression for calculating the impulse response of this link in a special case is presented in [16]. However, the CIR analytical result for the general case will be frequently used in the CIR analysis of various categories in Section IV in this paper. For the convenience of the following analysis, we extend the work in [16] and present the expression for the general case here.

Fig. 2 shows the setup for a single reflection channel. A light source with a Lambertian emission order of $m$ and an orientation of $\vec{os} = [\tilde{x}_s, \tilde{y}_s, \tilde{z}_s]$ is $L_s$ away from the plane. The Lambertian emission order $m$ determines the radiation pattern of the light source, which is related to the light source half-power semiangle $\phi_{1/2}$ by $m = -1/\log_2(\cos(\phi_{1/2}))$. A receiving element with a physical area of $A_r$ and an orientation of $\vec{or} = [\tilde{x}_r, \tilde{y}_r, \tilde{z}_r]$ is $L_r$ away from the plane. Both the light source and the receiving element have the projection points on the plane. The distance between the two projection points is $L_b$. The effective reflectivity of the surface is $\rho$. The field of view (FoV) of the receiving element is $\psi_{FoV}$. The CIR for this single reflection link is concluded in the following proposition.

**Proposition 1:** With specified values for $m$, $A_r$, $\rho$, $L_s$, $L_r$, $L_b$, $\vec{os}$, $\vec{or}$ and $\psi_{FoV}$, the impulse response for a single reflection
channel can be calculated as:

\[
\hat{h}_{\{m,A,\vec{r},L_0}\}}(t) = \frac{\rho(m+1)L_sL_rA_r}{2\pi^2} \times \mathcal{U}\left(t - \frac{L_0}{c}\right) \int_0^{2\pi} r_\theta(t) f(t,\theta) \, dt \, d\theta,
\]

where

\[
f(r,\theta) = \left( r \left( \hat{x}_s \cos \theta + \hat{y}_s \sin \theta \right) + \frac{L_s L_b \hat{x}_r}{L_s + L_r} + \frac{L_s \hat{y}_r}{L_s + L_r} \right)^m
\]

\[
\times \left( r \left( \hat{x}_r \cos \theta + \hat{y}_r \sin \theta \right) - \frac{L_s L_b \hat{x}_s}{L_s + L_r} + L_r \frac{\hat{y}_s}{L_s + L_r} \right) L_{\text{FoV}}
\]

\[
\times \left( r^2 + \frac{2L_s L_b r \cos \theta}{L_s + L_r} + L_s^2 + \frac{L_s^2 L_b^2}{(L_s + L_r)^2} \right)^{m+1}
\]

\[
\times \left( r^2 - \frac{2L_s L_b r \cos \theta}{L_s + L_r} + L_s^2 + \frac{L_s^2 L_b^2}{(L_s + L_r)^2} \right)^{-2},
\]

\[
\tau_\theta(t) = \int \sqrt{\Theta(t)} \left( c (t^2 - L_0^2) \right) (L_s + L_r) \cos \theta
\]

\[
+ \frac{c (t^2 - L_0^2)^2}{(L_s + L_r)^2} \left( t^2 - L_0^2 \right)^2 \sqrt{\Theta(t)}
\]

\[
+ \frac{2c^2 L_s L_b L_r (2t^2 - L_0^2)}{(L_s + L_r)^2} \sqrt{\Theta(t)}
\]

\[
+ \frac{2c^2 L_s L_b L_r}{(L_s + L_r)^2} \left( 2t^2 - L_0^2 \right) \sqrt{\Theta(t)}
\]

\[
+ (L_s - L_r) \left( 2t^2 - L_0^2 \right) \sqrt{\Theta(t)}.
\]

Proof: The basic idea of this proposition is given as follows.

Each light ray is reflected by a point on the reflection plane. The location of the point is defined by a polar coordinate system \((r, \theta)\). Firstly, the differential of the channel gain via each path is calculated. Then, the light signals via the paths with the same length arrive at the receiver at the same time. The accumulation of these signals form the response at a certain time delay. The expression (4) is proportional to the channel gain via each path. The expression (4) corresponds to the reflection points that lead to the paths with the same time delay. Expression (6) corresponds to the shortest reflection path. More details about the derivation of Proposition 1 is given in Appendix A.

In Proposition 1, \(c\) represents the speed of light, \(\mathcal{U}(u)\) is the the unit step function, and \(L_{\text{FoV}}\) is an indicator function, which guarantees only the signals propagating within the FoV of receiver and light source coverage contribute to the CIR. The indicator function \(L_{\text{FoV}}\) equals 1 if it satisfies the following conditions:

\[
r(\hat{x}_r \cos \theta + \hat{y}_r \sin \theta) - \frac{\hat{x}_s L_s + \hat{y}_s L_s}{L_s + L_r} \
\geq \cos \psi_{\text{FoV}},
\]

\[
r(\hat{x}_r \cos \theta + \hat{y}_r \sin \theta) + \frac{\hat{x}_s L_l + \hat{y}_s L_s}{L_s + L_r} \
\geq \cos \psi_{\text{FoV}},
\]

where (8) is the condition that the incident angle is within the receiver FoV and (9) is the condition that the radiant angle is within the coverage of the light source. Note that the orientation vectors \(\vec{\alpha}\) and \(\vec{\alpha}\) are defined based on a reflection plane orientation of \([0, 0, -1]\) as shown in Fig. 16 in Appendix A.

A. Comparison With Monte Carlo Simulation Results

Fig. 3 shows three example CIRs calculated using the proposed method (2) and that using the Monte Carlo method [9] with various configurations. In the Monte-Carlo simulation, \(5 \times 10^7\) iterations have been carried out for each result in this study, which is sufficient to obtain accurate results [9]. The size and the reflectance of the environment is defined in a way that is similar to the ideal condition specified for the analytical model. For example, in the single reflection channel model defined in this section, a single reflective plane with infinite size is assumed. In order to approximate this condition, a sufficiently large ceiling plane of size 50 m \(\times\) 50 m is defined and the reflectivity of the remaining surfaces are set to zero. The agreement between the curves generated using (2) and that simulated using the Monte Carlo method proved the calculation accuracy of the proposed method with various link configurations.

B. Comparison With Experimental Results

In this subsection, an experiment is presented to validate the single reflection CIR analytical result. In this experiment, a LED torch (light source) and a positive-intrinsic-negative (PIN) diode detector (receiving element) are deployed next to a large board with light reflective paper causing diffused reflections, as shown in Fig. 4. Note that the measurement system used has a limited power budget to overcome the effects of noise at the detector. Therefore, we tried to adjust the experiment setup geometry to achieve a NLOS link with a higher channel gain. Both the light
source and the detector are positioned 15 cm away from the reflector ($L_s = L_d = 0.15$ m). The separation between the source and detector projections on the reflector is 30 cm ($L_b = 0.3$ m). The source and the detector are orientated to the same area on the reflector. Specifically, the angle between the source orientation vector $\vec{\alpha}_s = [0.766, 0, 0.643]$ and the source / detector LoS path is $40^\circ$, as shown in Fig. 4. The angle between the detector orientation vector $\vec{\alpha}_d = [-0.643, 0, 0.766]$ and the LoS path is $50^\circ$. The reflectance of the paper board used is 0.97 [20]. The used LED torch has a narrow beamwidth. The measured radiation pattern is presented in the bottom-right sub-plot in Fig. 4. A Lambertian pattern with a half-power semiaxis of $5.3^\circ$ offers a good approximation to the measured pattern as shown in Fig. 4. Due to the use of an optical concentrator, the FoV of the PIN diode detector is decreased to $20^\circ$. Despite the fact that there is no obstruction between the source and the detector, there is no LoS transmission path in this setup due to the narrow beam of the source and the small FoV of the detector.

In the experiment, an arbitrary waveform generator (AWG) is used to generate an analogue impulse signal with a pulse width of 800 ns. Via a LED driving circuit, the impulse signal is amplified and converted to a positive unipolar waveform. After the electrical-to-optical conversion via the light source and transmission through the NLoS channel, the optical signal is received by the detector and converted to a current signal. Afterwards, the current signal is amplified by a transimpedance amplifier (TIA) and the impulse response waveform is captured by an oscilloscope.

The experimental result of the single reflection channel is presented in Fig. 5. In order to mitigate the effect of noise, the oscilloscope is operated in the averaging mode. This means that the presented result is the average of 16384 detected responses. Note that the obtained experimental result also includes the impulse response of the measurement system (AWG, LED, PD, TIA). Therefore, when comparing the experimental result with the analytical result, the CIR calculated using (2) should be convolved with the impulse response of the measurement system. The measurement system impulse response can be obtained via the following process: 1) firstly, we conduct a LoS CIR measurement with the source and the detector facing each other. The separation between the source and the detector is 30 cm. The measured CIR result is denoted as $h_{\text{LoS}}(t)$. 2) then, we analytically calculate the LoS path loss $G_{\text{LoS}}$. 3) finally, the measurement system impulse response can be found as: $h_{\text{ms}}(t) = h_{\text{LoS}}(t)/G_{\text{LoS}}$. The convolution of $h_{\text{ms}}(t)$ and the analytical result calculated using (2) is also shown in Fig. 5. It shows a close match with the experimental result, which validates the proposed method using (2). Also note that the presented results in Fig. 5 are the captured voltage signal in the AC coupling mode, where the DC component is removed from the captured signal. Therefore, the results have negative values.

IV. DETAILED ANALYSIS OF COMPONENT NON-LINE-OF-SIGHT CHANNEL IMPULSE RESPONSE

In this section, the CIR analysis for the channel with TWR, TFCR and TWCRL categories are presented. A cuboid room with a size of $l_x \times l_y \times l_z$ is defined. The considered orientation of the light source in this study is towards the floor as this is the most common light deployment in practice. The considered orientation of the receiver PD detector is towards the ceiling. The reason for this is two-fold. Firstly, the proposed method aims at providing an efficient CIR calculation for other VLC research, and a detector orientation of directing upwards is used in many VLC studies. In addition, this configuration leads to CIR results with reasonable complexity, which is one of the research objectives of this study. In practice, the fixed direction of PD detector can be achieved by using a mechanical design or by installing multiple PD detectors with different orientations on the receiver.

For the convenience of description, a number of parameters related to the positions of the transmitter and the receiver are defined. As shown in Fig. 1(f), the ceiling, the floor and one of the walls are used as references. $z_s$ denotes the distance from the transmitter (ceiling) to the floor plane; $z_r$ denotes the distance from the receiver to the floor plane; $D_s$ denotes the distance from the transmitter to the wall plane; $D_r$ denotes the distance from the receiver to the wall plane; the transmitter and the receiver have projections on the line where the floor plane and the wall plane intersect, and the distance between these two projection points is denoted as $W$; considering the projections of the transmitter and the receiver on the floor plane, the distance between these two projection points are denoted as $\bar{W}$. These parameters are also illustrated in Fig. 1(f).
The configurations of the parameters listed in Table I are used if they are not specified. Note that the selected reflectivity is based on the requirement on the reflectance of indoor internal surfaces, which is specified in [19].

### Table I

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>PD area / receiving area</td>
<td>$A_{pd}/A_r$</td>
<td>1 cm²</td>
</tr>
<tr>
<td>Wall effective reflectance</td>
<td>$\rho_w$</td>
<td>0.65</td>
</tr>
<tr>
<td>Ceiling effective reflectance</td>
<td>$\rho_c$</td>
<td>0.8</td>
</tr>
<tr>
<td>Floor effective reflectance</td>
<td>$\rho_f$</td>
<td>0.3</td>
</tr>
<tr>
<td>Room height</td>
<td>$z_s$</td>
<td>3 m</td>
</tr>
<tr>
<td>Time delay step</td>
<td>$\Delta t$</td>
<td>0.1 ns</td>
</tr>
</tbody>
</table>

**A. Transmitter-to-Wall-to-Receiver Channel Impulse Response (TWR)**

The channel with TWR category undergoes a single reflection bounced by a wall plane, which can be treated as a special case single reflection channel as shown in Fig. 6. Therefore, the CIR of TWR category is a direct application of Proposition 1 and can be readily calculated using (2). Fig. 6 shows that the input values for $L_{b,\text{twr}}$ and $L_\text{b}$ should be $D_s, D_r$ and $L_{b,\text{twr}} = \sqrt{W^2 + (z_s - z_r)^2}$, respectively. By comparing the geometry shown in Fig. 6 and that shown in Fig. 2, it can be found that the segment between the projections of the transmitter and the receiver is tilted relative to the floor plane. As described in Section III, the orientation vectors of the transmitter and the receiver is defined based on the Cartesian coordinate system with the $x$ direction parallel to that segment. Therefore, this tilting leads to a transformation of the transmitter and receiver orientation vectors. Note that both the orientations of the transmitter and the receiver are parallel to the wall plane. In addition, the tilting of the orientations depends on the ratio between $W$ and $z_s - z_r$. Consequently, the transformed orientation vectors should be:

\[
\begin{align*}
\vec{o}_{s,\text{twr}} &= \left[ \frac{z_s - z_r}{L_{b,\text{twr}}}, \frac{W}{L_{b,\text{twr}}}, 0 \right], \\
\vec{o}_{r,\text{twr}} &= \left[ -\frac{z_s - z_r}{L_{b,\text{twr}}}, -\frac{W}{L_{b,\text{twr}}}, 0 \right].
\end{align*}
\]

Therefore, the expression for the CIR with TWR category can be calculated as:

\[
h_{\text{tfc}}^{(1)}(t) = h_{\text{tfc}}^{(1)}(\vec{o}_{s,\text{twr}}, \vec{o}_{r,\text{twr}}) (t),
\]

where $\rho_d$ denotes the reflectance of the wall and $A_{pd}$ denotes the physical area of the receiver PD detector.

Fig. 7 shows a number of CIRs in the TWR category with different setups calculated using (12). The corresponding CIR results generated using the Monte Carlo method are also presented in Fig. 7. The agreement between the CIR results generated by different methods validates the CIR calculation expression in TWR category (12).

**B. Transmitter-to-Floor-to-Ceiling-to-Receiver Channel Impulse Response (TFCR)**

In the TFCR channel category, the light undergoes two reflections bounced by ceiling and floor, respectively. In order to find the CIR expression for this NLoS category, a point located at $\vec{a}_0$ on the ceiling is considered as shown in Fig. 8. For the convenience of calculation, the whole space is defined by a three-dimensional (3-D) cylinder coordinate system $r$-$\theta$-$z$. The origin is defined at the point right below the receiver on the floor. Thus, the coordinates of the point $\vec{a}_0$ can be defined as $[r, \theta, z_s]$. Firstly, we treat point $\vec{a}_0$ as a ‘detector’ and consider a single reflection channel from the transmitter bounced by the floor to point $\vec{a}_0$, which is defined as transmitter-to-floor-to-ceiling point (TFC) channel. In this case, the ‘detector’ is facing the floor and has an infinitely small physical area of $dA$. Intuitively, the differential of the TFC CIR can be calculated using (2) as:

\[
dh_{\text{tfc}}^{(0)}(t) = h_{\text{tfc}}^{(0)}([0,0,1],[0,0,1]) (t),
\]

where $\rho_f$ denotes the reflectance of the floor and $\tilde{r}$ is the length of the segment between the projections of transmitter and receiver.
the area differential dA can be converted to r dr dθ in a cylinder coordinate system. Assume that the reflectivity of the ceiling is ρr. After the light signal reaches point \( \vec{a}_b \), the incident optical power is reflected and a fraction of the reflected power is incident to the receiver. In addition, the transmission from point \( \vec{a}_b \) to the receiver leads to a further delay of \( τ_{ab} \). Therefore, the CIR from the transmitter bounced by the floor and ceiling point \( \vec{a}_b \) to the receiver can be found as:

\[
dh_{tfc}^2(t) = \rho_r G_{c2r}^\| \frac{d\tilde{h}_{tfc}^\|}{d\tilde{r}_{c2r}} \left( t - \tilde{r}_{c2r} \right),
\]

where \( G_{c2r}^\| \) corresponds to path loss of the transmission from point \( \vec{a}_b \) to the receiver. In conjunction with the receiver position of \((0, 0, z_r)\), the path loss can be found as [21]:

\[
G_{c2r}^\| = A_{pd} 1_{\text{FoV}} \frac{\cos \psi_{c2r} \cos \psi_{c2r}}{πD_{c2r}^2},
\]

where \( D_{c2r} \) is the Euclidean distance between point \( \vec{a}_b \) and the receiver, and the indicator function \( 1_{\text{FoV}} \) determines whether the incident signal is within the FoV of the receiver. It is defined that \( 1_{\text{FoV}} = 1 \), if the incident angle \( ψ_{c2r} \) to the receiver is smaller than the receiver FoV, which corresponds to the condition that \( \cos \psi_{c2r} = (z_s - z_r)/D_{c2r} \geq \cos \psi_{c2r} \). Otherwise, \( 1_{\text{FoV}} = 0 \).

With the defined coordinate system, the distance \( D_{c2r} \) can be calculated as \( D_{c2r} = \sqrt{r^2 + (z_s - z_r)^2} \). Then, the delay can be calculated as \( τ_{c2r} = D_{c2r}/c \). Note that (15) only accounts for the channel via point \( \vec{a}_b \). In order to get the entire CIR for the TFCR category, the channels via all points on the ceiling should be considered. This leads to an integration over the whole ceiling plane. By inserting (13), (16) into (15) and carrying out the integration over the ceiling plane, the CIR for the TFCR category can be found as:

\[
h_{tfc}^2(t) = \int_{0}^{\infty} \int_{0}^{\infty} \rho_r (z_s - z_r)^2 A_{pd} 1_{\text{FoV}} \frac{d\tilde{h}_{tfc}^\|}{d\tilde{r}_{c2r}} \left( t - \tilde{r}_{c2r} \right),
\]

which can be directly calculated using the standard numerical method. However, the computation complexity is very high as it requires solving three numerical integrations.

In order to reduce the computational complexity of the CIR calculation, a simpler approximated expression can be used as a substitution of the exact expression with a minor loss in accuracy. In a special case of \( \tilde{r} = 0 \), expression (13) can be significantly simplified. It has been found that expression (13) can be approximated by this simplified spatial case expression with appropriate scaling as:

\[
dh_{tfc}^2(t) \approx F_{tfc} U \left( t - \frac{D_{c2r}}{c} \right),
\]

where the factor \( \beta_{tfc} \) is related to the Lambertian emission order \( m \), and a suitable function for \( \beta_{tfc} \) is found to be

\[
\beta_{tfc} = \frac{1}{0.006242(m + 0.2578)^2 + 0.1328}.
\]

The approximation by using the scaling factor (19) is found to be accurate in the region of interest. In addition, this scaling factor provide an opportunity to further simplify the final CIR expression, which will be shown in the following derivations. The details and accuracy of this approximation has been demonstrated in Appendix B. By inserting (18) into (17), the CIR expression for the TFCR category can be simplified as:

\[
h_{tfc}^2(t) = \int_{0}^{\infty} \int_{0}^{\infty} \frac{2m+5}{\pi^2 (z_s - z_r)^2 (r^2 + (z_s - z_r)^2)^{m+6}} \times F_{tfc} 1_{\text{FoV}} U \left( t - \frac{D_{c2r}}{c} \right) \, dr \, dθ,
\]

where the term \( D_{tfc, \vec{a}_b} \) denotes the length of the shortest propagation path via point \( \vec{a}_b \) in the TFCR channel. Its value can be calculated as:

\[
D_{tfc, \vec{a}_b} = \sqrt{4z_s^2 + r^2 + \bar{W}^2 - 2r\bar{W} \cos θ + \sqrt{r^2 + (z_s - z_r)^2}}.
\]
inequality:
\[
(c^2 t^2 - W^2 \cos^2 \theta) r^2 + c^2 t^2 (z_s - z_r)^2
- \left( (c^2 t^2 - W^2) - (z_s + z_r) (3 z_s - z_r) \right) W \cos \theta r
- \frac{1}{4} \left( c^2 t^2 - W^2 - (z_s + z_r) (3 z_s - z_r) \right)^2 \leq 0.
\] (22)

With the satisfaction of (22), the integration limits in (20) can be changed to finite values, and the unit step function in (20) can be changed to \(U(t - D_{tfc,\text{min}}/c)\), where \(D_{tfc,\text{min}} = \sqrt{(3 z_s - z_r)^2 + W^2}\). Thus, (20) can be further modified as:
\[
h_{tfc}^{[2]}(t) = \frac{2^{m+6} A_{pd} c \rho_f \rho_c (m + 1)}{\pi^2 (z_s - z_r)^2} \frac{\beta_{tfc} \Gamma_c}{m+6} \frac{U(t - D_{tfc,\text{min}}/c)}{(r^2 + (z_s - z_r)^2)^{m+6}}.
\] (23)

Note that in the modification (23), the expression is multiplied by a factor of 2, and the lower limit of the integral with \(\theta\) is changed to 0. This is because expression (20) is reflection symmetric with respect to the \(x\)-axis. The integration limits \(t_1\) and \(t_2\) in (23) can be calculated by solving the inequality (22) with \(r\) as the unknown variable. The boundary values of \(r\) can be found as:
\[
r_1 = \frac{W (c^2 t^2 - \varphi_{tfc,1}) - c t \sqrt{\varphi_{tfc,1}^2}}{2 (c^2 t^2 - W^2)},
\] (24)
\[
r_2 = \frac{W (c^2 t^2 - \varphi_{tfc,2}) + c t \sqrt{\varphi_{tfc,2}^2}}{2 (c^2 t^2 - W^2)},
\] (25)

where \(\varphi_{tfc,1} = W^2 + (z_s + z_r) (z_s - z_r)\) and \(\varphi_{tfc,2} = (c^2 t^2 - \varphi_{tfc,1})^2 - 4(z_s - z_r)^2 (c^2 t^2 - W^2)\). Then, the solution to the integration limits are \(t_1 = \max(r_1, 0)\) and \(t_2 = r_2\).

The integration limit \(\theta\) can also be calculated by solving the same equation originated from (22) with \(\theta\) as the unknown. The solution to the limit \(\theta\) is found as:
\[
\theta = \begin{cases} 
\arccos \left( \frac{2 c t \sqrt{r^2 + (z_s - z_r)^2 - c^2 t^2 + \varphi_{tfc,1}}}{2 r W} \right) & : r \geq -r_1, \\
\pi & : r < -r_1.
\end{cases}
\] (26)

The approximation in (18) makes (23) a simple function of \(\theta\). This creates an opportunity to solve the integral with respect to \(\theta\), thereby further simplifying (23). Therefore, the final CIR expression for the TFCR category can be written in a form with a 1-D integral as (27).
\[
h_{tfc}^{[2]}(t) = \frac{2^{m+6} A_{pd} c \rho_f \rho_c (m + 1)}{\pi^2 (z_s - z_r)^2} \frac{\beta_{tfc} \Gamma_c}{m+6} \frac{U(t - D_{tfc,\text{min}}/c)}{(r^2 + (z_s - z_r)^2)^{m+6}} \int_{r_1}^{r_2} \frac{\vartheta \left( \beta_{tfc} (r^2 + W^2 - 2 r W \sin \vartheta) + z_s^2 \right) r 1_{\text{FoV}} dr}{(r^2 + (z_s - z_r)^2)^{(m+6)/2}}
\] (27)

Fig. 9 shows a number of CIRs of the TFCR category with different setups calculated using (27). In addition, the corresponding CIR results generated using the Monte Carlo method are also presented in Fig. 9. The agreement between the CIR results generated by different methods validate the CIR calculation expression in TFCR category (27).

C. Transmitter-to-Wall-to-Ceiling-to-Receiver Channel

Impulse Response (TWCR)

In the TWCR category, the ceiling and wall are considered as the line of their intersection, and these two planes extend...
infinite to other directions. Again, a point located at \( \vec{a}_b \) on the ceiling is considered, as shown in Fig. 10. This time the space is defined by a 3-D Cartesian coordinate system \( x, y, z \). The origin is defined at the projection point of the transmitter on the wall plane. Thus, the coordinate of the ceiling point \( \vec{a}_b \) is defined at \( (x, y, 0) \). Similar to the CIR calculation for the TFCR category, a single reflection channel from the transmitter to the ceiling point \( \vec{a}_b \) is considered, except that the channel is resulted from the reflection by the wall plane. It is defined as transmitter-to-wall-to-ceiling point (TWC) channel. Again the corresponding CIR can be calculated using (2):

\[
dh_{\text{TWC}}(t) = h_{[0,1,0],[0,1,0]}(m, \Delta x, \rho, D, x, y, 90^\circ)(t) .
\]

(28)

In a Cartesian coordinate system, the detection area differential \( dA \) can be converted to \( dx \) \( dy \). Next, the LoS transmission from the ceiling bouncing point \( \vec{a}_b \) to the receiver is considered, which introduces a further attenuation and an extra delay on top of the TWC channel. The resulting CIR can be found as:

\[
dh_{\text{TWC}}(t) = \rho_c G_{\text{TWC}} \hat{h}_{\text{TWC}} \left(t - \tau_{\text{TWC}}^{\hat{a}_b} \right),
\]

(29)

which is the same as (15) except the category of the single reflection channel. The LoS path loss \( G_{\text{TWC}}^{\hat{a}_b} \) is again calculated using (16). The additional delay is again \( \tau_{\text{TWC}}^{\hat{a}_b} = D_{\text{TWC}} / c \). However, due to the use of a different coordinate system, the calculation of the Euclidean distance follows the expression below:

\[
D_{\text{TWC}} = \sqrt{z_a - z_r}^2 + (x - D_x)^2 + (y - W)^2.
\]

(30)

In order to calculate the final CIR for the TWC category, all of the paths reflected by the ceiling are considered, which leads to an integration of (29) over the ceiling plane as:

\[
h_{\text{TWC}}^{[2]}(t) = \int \int \rho_c \hat{h}_{\text{TWC}} \left(t - \tau_{\text{TWC}}^{\hat{a}_b} \right) \left( t - D_{\text{TWC}} / c \right) dx dy.
\]

(31)

In order to reduce the complexity of (31), we can use a simpler approximated expression for (28). It has been found that the special case of \( y = 0 \) in the calculation of (28) leads to a simpler and close form expression. Similar to the approximation in (18), the following expression with magnitude scaling and minimum delay control is used to approximate the exact CIR (28):

\[
dh_{\text{TWC}}^{\hat{a}_b}(t) \approx \mathcal{F}_{\text{TWC}} \left[ \hat{h}_{\text{TWC}}^{[0,1,0],[0,1,0]} \left( m, \Delta x, \rho, D, x, y, 90^\circ \right) \right]
\]

\[
= \rho_c \hat{D}_s \hat{B} \left( m + \frac{1}{2}, m + \frac{1}{2} \right) \tau_{\text{TWC}}^{\hat{a}_b}(t) \mathcal{F}_{\text{TWC}} \left[ \hat{U} \left( t - D_{\text{TWC}} / c \right) \right] dx dy,
\]

(32)

where \( D_{\text{TWC}} / c \) denotes the length of the shortest propagation path via point \( \hat{a}_b \) in the TWC channel. Its value can be calculated as:

\[
D_{\text{TWC}} / c = \sqrt{(z_a - z_r)^2 + (x - D_x)^2 + (y - W)^2}.
\]

(33)

The unit step function in (37) indicates that \( h_{\text{TWC}}^{[2]}(t) \) is non-zero only when \( cD_{\text{TWC}} / c \geq D_{\text{TWC}} / c \), which leads to the following

\[
\mathcal{F}_{\text{TWC}} = \left( 1 + \beta_{\text{TWC}} 2 \left( \frac{(\hat{D}_s - \hat{x})^2}{c^2 + \hat{x}^2} \right) \right)^{-\frac{1}{2}},
\]

(34)

where \( \beta_{\text{TWC}} = 0.8125 \) and \( \beta_{\text{TWC}} = 0.8088e^{-0.6878m} + 0.5304e^{-0.007006m} \) are found to provide an accurate approximation. Note that expression (2) has been used in both (28) and (32). The values for \( D_s \) and \( D_x \) are \( D_x \) and \( x \) in (28). However, they have been substituted with \( D_s \) and \( x \) in (32). This is because a simple linear scaling by \( \mathcal{F}_{\text{TWC}} \) cannot provide an approximation with sufficient accuracy. The values for \( D_s \) and \( D_x \) have to be manipulated based on the parameter \( D_s \), \( x \), \( y \) and \( m \) in order to achieve an accurate approximation. In addition, the minimum delay control is realised by this step. The following functions for \( D_s \) and \( x \) are found to provide accurate approximations:

\[
\hat{D}_s = \beta_{\text{TWC}} D_{\text{TWC}} / c,
\]

(35)

\[
\hat{x} = (1 - \beta_{\text{TWC}}) D_{\text{TWC}} / c,
\]

(36)

\[
\beta_{\text{TWC}} = 0.8125 \text{ and } \beta_{\text{TWC}} = 0.8088e^{-0.6878m} + 0.5304e^{-0.007006m} \text{ are found to provide an accurate approximation. Note that the approximations in (32) are more complex than that in (18). This is because the factors in approximation (32) are functions of four parameters } D_s, x, y \text{ and } m \text{ in contrast, the factors in (18) are functions of two parameters } m \text{ and } \beta \text{ only. The details and accuracy of the approximation (32) are provided in Appendix C.}

Thus, by inserting (32) into (31), the CIR expression for the TWC category can be calculated as:

\[
h_{\text{TWC}}^{[2]}(t) = \int \int \rho_c \hat{D}_s \hat{B} \left( m + \frac{1}{2}, m + \frac{1}{2} \right) \tau_{\text{TWC}}^{\hat{a}_b}(t) \mathcal{F}_{\text{TWC}} \left[ \hat{U} \left( t - D_{\text{TWC}} / c \right) \right] dx dy.
\]

(37)
inequality:
\[
(c^2 t^2 - W^2) y^2 - W \left( c^2 t^2 + 2(D_s + D_r) x - (z_s - z_r)^2 \right) \\
- W^2 - D_s^2 + D_r^2) y + c^2 t^2(D_s + x)^2 - \frac{1}{4} \left(c^2 t^2 - W^2 \right) \\
+ 2(D_s + D_r) x - (z_s - z_r)^2 - D_s^2 + D_r^2 \right)^2 \geq 0. \tag{39}
\]

With the satisfaction of (39), the integration limits in (37) should be changed to finite values, and the term with the unit step function in (37) can be replaced by \( U(t - \Delta t_{\text{twcr,min}}/c) \), where \( \Delta t_{\text{twcr,min}} \) is the length of the shortest propagation path in the TWCR channel. It can be calculated as:
\[
\Delta t_{\text{twcr,min}} = \sqrt{W^2 + \left( D_s + \sqrt{(z_s - z_r)^2 + D_s^2} \right)^2}. \tag{40}
\]

Thus, (37) can be further modified as (41) shown at bottom of this page. The integration limits \( \eta_1 \) and \( \eta_2 \) in (41) can be calculated by solving the equation originated from inequality (39) with \( y \) as the unknown variable. The solutions to \( \eta_1 \) and \( \eta_2 \) can be found as:
\[
\eta_2 = \frac{W \left( c^2 t^2 - \epsilon_{\text{twcr,1}} + 2(D_s + D_r)x \right) + ct\epsilon_{\text{twcr,2}}}{2 \left( c^2 t^2 - W^2 \right)}, \tag{42}
\]
\[
\eta_1 = \frac{W \left( c^2 t^2 - \epsilon_{\text{twcr,1}} + 2(D_s + D_r)x \right) - ct\epsilon_{\text{twcr,2}}}{2 \left( c^2 t^2 - W^2 \right)}. \tag{43}
\]

where \( \epsilon_{\text{twcr,1}} = (z_s - z_r)^2 + W^2 - D_r^2 - D_s^2 \) and \( \epsilon_{\text{twcr,2}} = (c^2 t^2 - \epsilon_{\text{twcr,1}} + 2(D_s + D_r)x)^2 - 4(c^2 t^2 - W^2)(D_s + x)^2 \).

To ensure the existence of the real-value solution to \( \eta_1 \) and \( \eta_2 \), the term \( \epsilon_{\text{twcr,2}} \) have to be greater than zero, which leads to the solution to the integration limit \( \gamma \):
\[
\gamma = \frac{\left( (c^2 t^2 - W^2 - D_s)^2 - (z_s - z_r)^2 - D_r^2 \right)^2}{2 \left( c^2 t^2 - W^2 - D_s - D_r \right)^2}. \tag{44}
\]

Fig. 11 shows a number of CIRs of the TWCR category with different configurations calculated using (41). In addition, the corresponding results generated using the Monte Carlo method are also provided for comparison. The agreement between the CIR results generated by different methods validate the CIR calculation expression for the TWCR category (41).

V. OVERALL NON-LINE-OF-SIGHT CHANNEL

IMPULSE RESPONSE

In conjunction with the analytical results for component CIRs in different light propagation categories, the overall CIR can be accurately approximated. Note that the TWR, TWCR component CIRs are with respect to a single wall. Since there are four walls in a typical room, the overall NLoS is the superposition of four TWR, four TWCR and one TFCR component CIRs. In order to calculate each component CIR, the related geometric parameters should be calculated based on the given information. The known information includes the room dimension \( l_x \times l_y \times l_z \), the position of the transmitter \( \bar{a}_t = [x_t, y_t, z_t] \) and the position of the receiver \( \bar{a}_r = [x_r, y_r, z_r] \), as shown in Fig. 12. The geometric parameters that requires calculation include \( D_{s,n}, D_{r,n}, W, W_n \). Note that the subscript \( n = 1, 2, 3, 4 \) is used to distinguish the same type of parameters with respect to different walls. The cases with \( n = 1 \) and \( n = 2 \) correspond to the wall with \( y = 0 \) and \( y = l_y \), respectively. The cases with \( n = 3 \) and \( n = 4 \) correspond to the wall with \( x = 0 \) and \( x = l_x \), respectively. The calculation of these parameters can be straightforwardly inferred from Fig. 12 using Euclidean geometry. The equations for the calculation are concluded in Table II.
Then, the overall NLoS CIR can be calculated as the sum of the nine component CIRs as:

$$h_{\text{NLoS}}(t) \approx \sum_{n=1}^{4} h^{[1]}_{\text{twr}}(D_{s,n}, D_{r,n}, W_{n})(t) + h^{[2]}_{\text{fcr}}(W)(t)$$

$$+ \sum_{n=1}^{4} h^{[2]}_{\text{fcr}}(D_{s,n}, D_{r,n}, W_{n})(t),$$

where $h^{[1]}_{\text{twr}}(D_{s,n}, D_{r,n}, W_{n})(t)$, $h^{[2]}_{\text{fcr}}(W)(t)$ and $h^{[2]}_{\text{fcr}}(D_{s,n}, D_{r,n}, W_{n})(t)$ can be calculated using (12), (27) and (41), respectively.

### A. Channel Impulse Response and Frequency

#### Response Results

Fig. 13 shows the NLoS CIR results based on (45) in comparison to the results from using the Monte Carlo method. The setups of the analytical calculations and corresponding simulations are listed in Table III. A small square room and a longer rectangular room are considered in setup 1 and setup 2, respectively.

A much larger room is considered in setup 3 and setup 4. A half-power semi-angle of $\phi_{1/2} = 60^\circ$ and a receiver FoV of $\psi_{\text{FoV}} = 90^\circ$ are used in setup 1, 2 and 3. In setup 4, $\phi_{1/2} = 45^\circ$ and $\psi_{\text{FoV}} = 45^\circ$. In setup 1, the transmitter and the receiver are close to each other, the size of the room is relatively small, and the link is sufficiently close to the walls. Consequently, the overall magnitude of the NLoS CIR is relatively higher, and the responses due to the first order reflections dominate the NLoS CIR, especially for the responses with short delays. In setup 2, the increased indoor space and the increased transmitter receiver separation leads to a NLoS CIR with a decreased magnitude. In setups 3 and 4, the considered transmitter/receiver positions are further away from the walls. Consequently, the magnitude of the CIRs due to the first order reflections decreases significantly. Compared to setup 3, smaller transmitter half-power semiangle $\phi_{1/2}$ and receiver FoV $\psi_{\text{FoV}}$ are used in setup 4. Consequently, the magnitude of responses with longer delays is decreased. This is because the majority of the detected signal with a long delay is launched from the transmitter in a very large radiant angle, and very little optical power is radiated in the side directions of the transmitter with a small $\phi_{1/2}$. In addition, a signal with a long delay is also likely to reach the receiver with a very large incident angle, which cannot be detected by a receiver with a small $\psi_{\text{FoV}}$.

The accuracy of the approximation using the proposed method varies with the time delay. For the responses with short delays, roughly the first 10 ns, the proposed method offers excellent accuracy. For the responses with medium delay (roughly another 10 ns after the short delay), the proposed method underestimates the CIR due to the omission of the response caused by part of the 2nd reflections with TWWR, TFWR categories and higher order reflections. For the responses with a long delay, the proposed method over-estimates the CIR compared to the results generated using the Monte Carlo method considering the 1st and 2nd order reflections. This is because the proposed CIR calculation method with each propagation category omits the effects of the boundary of the surfaces, which introduces extra responses with a long delay. However, this over-estimation is lower than the responses caused by higher order reflections. From a different point of view, it slightly compensates the omission of the higher order reflections. In addition, the approximation accuracy is also related to the size of the room. The proposed method offers a better approximation in a large indoor environment (setup 3 and setup 4) compared to the cases in a smaller indoor environment (setup 3 and setup 4).

Fig. 14 shows the corresponding magnitude response of the NLoS channels. It can be observed that with the presence of a LoS path between the transmitter and the receiver, the accuracy of the approximation using the proposed method varies with frequency. For the magnitude response with extremely low frequency (< 5 MHz), the proposed method underestimates the response relative to the case with the Monte Carlo method considering any order of reflections. However, comparing with the Monte Carlo method considering the 1st and 2nd order reflections, the proposed method offers a similar magnitude response. For the magnitude response with low frequency (5–50 MHz), the three curves are close to each other with a slight mismatch.
Fig. 14. NLoS magnitude response results with different configurations. The sub-plot (a), (b), (c) and (d) correspond to the link setup 1, 2, 3 and 4, respectively.

For the magnitude response with high frequency (>50 MHz), the three curves are virtually identical.

B. Computational Time Evaluation

The calculation of (12), (27) and (41) requires solving only one or two 1-D numerical integrals. Therefore, the computational complexity of (45) is very low. In this section, the computation time of the proposed method is evaluated compared with that of the state-of-the-art methods. In this study, the numerical integrations in (45) are implemented based on the Trapezoidal rule, and the interval for each definite integral is divided into $N_x$ bins. The greater the number of the bins, the more accurate the calculated result. Since $\theta$ is the variable in the integral (12), the number of bins in the integral (12) is defined as $N_\theta$. Similarly, the numbers of bins in the calculation of (27) and (41) are defined as $N_r$ and $N_x$ ($N_y$), respectively. It has been empirically identified that $N_\theta = 50$, $N_r = 50$ and $N_x = N_y = 30$ offer reasonably accurate NLoS CIR results with a short computation time.

The impulse response of a channel is in the form of a continuous signal. In the actual CIR calculation, the result with a fixed time resolution is produced. By increasing the time resolution, a clearer view of the CIR can be obtained to characterise the channel with a wider frequency range. Two link setups are simulated to test the computation time while using three different methods. The configuration is listed in Table IV. The used half-power semi-angle is $\phi_{1/2} = 60^\circ$, and the remaining parameters are the same as those listed in Table I. The first link considers a small room with a closely located transmitter and receiver in the centre. The second link considers a larger room with a distant separation between the transmitter and the receiver.

Fig. 15 shows the required computation time in Matlab.
and receiver increases. In contrast, the computation time for the proposed method increases slightly with the decrease of $\Delta t$. With a time resolution of $\Delta t = 0.1$ ns, the computation time for the proposed method is still less than a second. Furthermore, the required computation time varies slightly for different link setups.

VI. CONCLUSIONS

In this paper, a computationally efficient analytical method was proposed to calculate the NLoS CIR in typical VLC deployments. The CIR results calculated using the proposed method are compared with those generated by using the Monte Carlo method in [9] and the deterministic ray-tracing method in [4]. In comparison with the benchmark methods, the proposed method can provide accurate CIR results for NLoS channels with up to 2nd order reflections. Furthermore, the required time for the proposed method is significantly shorter than the benchmarks (typically less than a second). This method is useful for research that requires a large number of channel samples considering NLoS components, such as VLC MIMO [14] or system level studies of networked VLC [23].

APPENDIX A
DERIVATION OF PROPOSITION 1

Firstly, we place the setup shown in Fig. 2 in a Cartesian coordinate system. As shown in Fig. 16, the locations of the source element and the receiving element are defined in the coordinates as $\vec{a}_s = [-L_s L_h/(L_s + L_r), 0, -L_s]$ and $\vec{a}_r = [L_r L_h/(L_s + L_r), 0, -L_r]$, respectively. The orientations of the source element and the receiving element are defined as $\vec{s} = [\tilde{x}_s, \tilde{y}_s, \tilde{z}_s]$ and $\vec{r} = [\tilde{x}_r, \tilde{y}_r, \tilde{z}_r]$. All orientation vectors have a unity modulus. Considering the amount of light power incident to a point on the reflector at $\vec{a}_b = [x, y, 0]$, the Euclidean distance between the source and this point is $D_1$ and the Euclidean distance between the receiver and this point is $D_2$. The orientation of the reflector $\vec{b}$ is opposite to the direction of the $z$-axis. According to [21], the calculus of the path loss via $\vec{a}_b$ can be calculated as:

$$dG = \frac{\rho(m + 1)\lambda_0 L_s L_r}{2\pi^2 D_1^2 D_2^2} f(x, y)dx dy$$

(A.3) over the entire reflector.

However, channel impulse response is a quantity closely related to delay $t$. In order to make the received signal power involve the time delay, we firstly consider calculating the power of the received signal that experienced a delay of less than $t$. The total amount of power is denoted as $P_{opt}(t)$. The time delay is in conjunction with the length of the transmission path. With the given positions of the light source element and receiving element, all of the single reflection paths with a delay less than $t$ are within an ellipsoid. The foci of this ellipsoid are located at the positions of light source and the receiving element as shown in Fig. 17. For the convenience of defining this ellipsoid, another Cartesian coordinate system $x'\cdot y'\cdot z'$ is defined. In the $x'\cdot y'\cdot z'$ system, the centre of the ellipsoid is placed at the origin.
of the coordinates, and the two foci are placed on the $x'$ axis with the coordinates of $[-L_b/2,0,0]$ and $[L_b/2,0,0]$, where $L_b^2 = L_b^2 + (L_s - L_r)^2$. The equation for the ellipsoid can be written as:

$$
\frac{x'^2}{(ct/2)^2} + \frac{y'^2}{(ct/2)^2 - \left(\frac{L_b}{2}\right)^2} + \frac{z'^2}{(ct/2)^2 - \left(\frac{L_b}{2}\right)^2} \leq 1.
$$

With a given coordinate in $x$-$y$-$z$, the corresponding coordinate in $x'$-$y'$-$z'$ can be obtained by carrying out a coordinate transformation as follows:

$$
\begin{bmatrix}
x' \\
y' \\
z'
\end{bmatrix} =
\begin{bmatrix}
\cos \omega_c & 0 & \sin \omega_c \\
0 & 1 & 0 \\
-\sin \omega_c & 0 & \cos \omega_c
\end{bmatrix}
\begin{bmatrix}
x \\
y \\
z
\end{bmatrix} +
\begin{bmatrix}
2L_s L_r \sin \omega_c + \frac{L_b}{2} (L_s - L_r) \\
L_s + L_r \cos \omega_c
\end{bmatrix}.
$$

where $\omega_c$ is the rotation angle of the coordinates. It can be calculated using:

$$
\omega_c = \arctan \left( \frac{L_s - L_r}{L_b} \right);
$$

In conjunction with (A.5), the ellipsoid equation in the $x$-$y$-$z$ system can be written as (A.6):

$$
\frac{x \cos \omega_c + z \sin \omega_c + 2L_s L_r \sin \omega_c + \frac{L_b}{2} (L_s - L_r)}{(ct/2)^2} +
\frac{y^2}{(ct/2)^2 - \left(\frac{L_b}{2}\right)^2} +
\frac{(z \cos \omega_c - x \sin \omega_c + 2L_s L_r \cos \omega_c)^2}{(ct/2)^2 - \left(\frac{L_b}{2}\right)^2} \leq 1
$$

In the case that the signal is reflected by a single diffusing surface, all reflected points have to fulfill the condition $z = 0$, which leads to an ellipse on the $x$-$y$ plane as:

$$
W_0(t) : \left(1 - \frac{L_b^2}{ct^2}\right)x^2 + \left(\frac{L_b \left(L_s - L_r\right)}{ct^2} \left(c^2 t^2 - L_b^2\right)\right)x
$$

$$
y^2 - \frac{(c^2 t^2 - L_b^2)}{(L_s + L_r)^2} \left(\frac{L_s - L_r}{4c^2 t^2} + \frac{L_s L_r}{c^2 t^2 - L_b^2}\right) \leq 0.
$$

This ellipse defines the integration limits for $x$ and $y$ when calculating $P_{opt,h}(t)$. Therefore, $P_{opt,h}(t)$ can be calculated as:

$$
P_{opt,h}(t) = \int \int W_0(t) f(x, y) \, dx \, dy.
$$

Thus, the channel impulse response can be calculated as $h(t) = \frac{dP_{opt,h}(t)}{dt}$. For the convenience of calculating $h(t)$, a polar coordinate system with a radius $r$ and a polar angle $\theta$ is used. The polar coordinates can be calculated based on the following relationships:

$$
x = r \cos \theta, \quad (A.8)
y = r \sin \theta. \quad (A.9)
$$

By inserting (A.8) and (A.9) into (A.3), it gives:

$$
dG(r, \theta) = \frac{\rho (m + 1) A_r L_s L_r}{2\pi^2} f(r, \theta) r \, dr \, d\theta,
$$

where $f(r, \theta)$ can be found in (3). By inserting (A.8) and (A.9) into (A.7), it gives:

$$
W_0(t) :
$$

$$
\left(1 - \frac{L_b^2 \cos^2 \theta}{ct^2}\right) r^2 + \left(\frac{L_b \left(L_s - L_r\right) \left(c^2 t^2 - L_b^2\right) \cos \theta}{ct^2} \left(L_s + L_r\right)\right)r
$$

$$
- \frac{(c^2 t^2 - L_b^2)^2}{(L_s + L_r)^2} \left(\frac{L_s - L_r}{4c^2 t^2} + \frac{L_s L_r}{c^2 t^2 - L_b^2}\right) \leq 0.
$$

Thus, the channel impulse response can be decomposed into two one-dimensional integrals as:

$$
h(t) = \frac{d}{dt} \left( \frac{\rho (m + 1) A_r L_s L_r}{2\pi^2} \int_0^{2\pi} \int_0^{t_0(t)} f(r, \theta) r \, dr \, d\theta \right),
$$

where the value of the limit $t_0(t)$ can be calculated by evaluating the bound value of $r$ in $W_0(t)$. It is determined by making the inequality $W_0(t)$ into an equality, and solving this equation with considering $r$ as the unknown. Thus, this solution $t_0(t)$ can be concluded as (4). According to the Chain rule $\frac{d}{dt} \int_0^{t(t)} f(r) \, dr = f(g(t)) \frac{dg(t)}{dt}$, the CIR can be further simplified as (2).

**APPENDIX B**

**APPROXIMATION IN (18)**

In this appendix, the approximation used in (18) is demonstrated, and the accuracy of the approximation with various parameters is evaluated. Firstly, the special case of (13) with
\( r/z_s \) is considered. By making \( \tilde{r} = 0 \), (13) can be rearranged as:

\[
\hat{h}_{\text{TFC CIR}}^\theta (t) = \frac{(m + 1) dA r z_s}{\pi c/m + \beta m + 6}, \tag{B.1}
\]

which is significantly simplified and in closed-form. It is worth noting that this is a special case of the result derived in \([16]\).

An example of (B.1) is presented in Fig. 18. In this example, \( \phi_{1/2} = 60^\circ \) and the configuration of the remaining parameters are the same as those listed in Table I. Then, we calculate the CIR with \( \tilde{r} = 3 \), 6 m using (13), which are also shown in Fig. 18.

It can be observed that the shapes of the curves with different values of \( \tilde{r} \) are similar. With the increase of \( \tilde{r} \), the minimum delay of the response is longer due to the increased minimum transmission distance. In addition, the magnitude of the CIR is slightly increased compared to the special case of \( \tilde{r} = 0 \).

Therefore, we use a unit step function to control the minimum delay and a scaling factor to control the response magnitude in the approximated TFC CIR (18). The scaling factor \( \mathcal{F}_{\text{TFC CIR}} \) only needs to vary with \( m \) and the ratio \( \tilde{r}/z_s \) as the effects of the remaining parameters are preserved by (B.1). In Fig. 18, the approximated TFC CIR results are presented in addition to their corresponding exact results calculated using (13). It can be observed that (18) offers an accurate approximation to the exact TFC CIR expression (13).

Next, the accuracy of the approximation with various configurations is evaluated. The NMSE of the CIR approximation is calculated, which is defined as:

\[
\text{NMSE} = \frac{\mathbb{E}_t \left[ \left( \hat{h}(t) - h(t) \right)^2 \right]}{\mathbb{E}_t \left[ h^2(t) \right]}, \tag{B.2}
\]

where \( \hat{h}(t) \) denotes the approximated CIR result. Fig. 19 shows results of NMSE varies with \( \tilde{r}/z_s \) and \( \phi_{1/2} \). It can be observed that with most of the configurations, the NMSE is negligible. With an increase of \( \tilde{r}/z_s \) and a decrease of \( \phi_{1/2} \), the resulting NMSE increases. In the case that \( \phi_{1/2} \) is smaller than 30° and \( \tilde{r}/z_s \) is greater than 2, the approximation becomes inaccurate. However, the magnitude of the CIR itself in this extreme case is significantly small. Consequently, these inaccurate components contribute little to the final TFCR calculation in (27).

Therefore, this approximation error will not significantly affect the accuracy of the CIR calculation of the TFCR category.

**APPENDIX C**

**APPROXIMATION IN (32)**

In this appendix, the approximation used in (32) is demonstrated, and the accuracy of the approximation with various parameters is evaluated. Firstly, the spacial case of (28) with \( y = 0 \) m is considered. By making \( y = 0 \) m, (28) can be rearranged as:

\[
\hat{h}_{\text{TFC CIR}}^y = h_{\text{TFC CIR}}^y (t, x, y) = \hat{h}_{\text{TFC CIR}}^{y=0} (t, x, y) = h_{\text{TFC CIR}}^{y=0} (t, x, y = 0, 90^\circ) (t) \\
= \rho \rho D_x x B (m + 2, m + 2) \frac{2m c}{\pi c/m + 6} \frac{c}{\cos(t)} \left( \frac{c}{\cos(t)} \right)^{m+3} \frac{c}{\cos(t)} \left( \frac{c}{\cos(t)} \right)^{m+3},
\]

\[
(C.1)
\]
This special case expression (C.1) is significantly simplified and in closed form compared to the general case TWC CIR expression (28). Therefore, we use (C.1) as a base function to develop an expression to approximate (28). Considering a TWC channel in a general case with $y \neq 0$, the top view of the channel geometry is shown in Fig. 20(a). It is intuitive to find that the length of the shortest propagation path is $D_{\text{twc}, \vec{a}b} = \sqrt{(D_s + x)^2 + y^2}$. Now we want to use the special case channel with $y = 0$ m to approximate the general case TWC channel as shown in Fig. 20(b). In order to achieve the correct minimum delay control, the minimum transmission distance in the approximated model should be the same as that in the original model, which means $D_{\text{twc}, \vec{a}b} \approx D_s + \hat{x}$ should be fulfilled. It has been found that by adjusting the values of $D_s$ to $\hat{x}$, the curve shape of the function (C.1) can be manipulated to be similar to that of the corresponding exact TWC CIR (28). Due to the difference in the incident (radiant) angles to (from) the wall in the exact and approximated TWC channel, the magnitude of the approximated CIR is different from the exact result. Therefore, a scaling factor $F_{\text{twc}}$ is required. Thus, the approximated CIR can be written as:

$$\hat{h}_{\text{twc}}(t) \approx F_{\text{twc}} \hat{h}_{\text{twc}, y=0}(t, D_s, \hat{x}).$$

Next, we use an example to demonstrate the considered approximation. In this example, $D_s = 1$ m, $x = 1$ m, $y = 1$ m and $\phi_{1/2} = 60^\circ$. The remaining parameters are the same as those listed in Table I. The CIR result calculated using (28) is shown in Fig. 21. In addition, the CIR result calculated using the base function (C.1) with $D_s = 1.118$ m and $\hat{x} = 1.118$ m is presented. It can be observed that the two curves are similar in shape but with a slight difference in magnitude as shown in Fig. 21. By multiplying the CIR result calculated using (C.1) with a factor of 0.8882, the scaled result shows a very close approximation to the exact TWC CIR curve. This example shows the possibility of using the proposed expression (C.3) to achieve accurate approximation. Appropriate functions for the calculation of $D_s$, $\hat{x}$ and $F_{\text{twc}}$ are important for the accuracy of the approximation. By using curve fitting tools, expressions (34), (35) and (36) have been found to provide acceptable accuracy. In Fig. 21, another two examples calculated using (32) are demonstrated. Both approximated results are close to the corresponding exact TWC CIR results calculated using (28).

Then, the accuracy of the approximation using (32) with various configurations is evaluated. The NMSE for various configurations defined by (B.2) in Appendix B is calculated. The results of NMSE varies with $y/D_{\text{twc}, \vec{a}b}$ and $x/D_{\text{twc}, \vec{a}b}$ in the case of $\phi_{1/2} = 20^\circ$, $40^\circ$, $60^\circ$ are shown in Fig. 22. It shows that with majority of the configurations, the NMSE level is negligible. It is noted that in the case of $y/D_{\text{twc}, \vec{a}b}$ is significant and $x/D_{\text{twc}, \vec{a}b}$ is very close to zero, the NMSE starts to increase, especially when $\phi_{1/2}$ is small.
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