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Hybrid Two-Fluid DEM Simulation of Gas-Solid Fluidized Beds

Simulations of gas-solid fluidized beds have been performed using a hybrid simulation method, which couples the discrete element method (DEM) for particle dynamics with the averaged two-fluid (TF) continuum equations for the gas phase. The coupling between the two phases is modeled using an interphase momentum transfer term. The results of the hybrid TF-DEM simulations are compared to experimental data and TF model simulations. It is found that the TF-DEM simulation is capable of predicting general fluidized bed dynamics, i.e., pressure drop across the bed and bed expansion, which are in agreement with experimental measurements and TF model predictions. Multiparticle contacts and large contact forces distribute in the regions away from bubbles, as demonstrated from the TF-DEM simulation results. The TF-DEM model demonstrates the capability to capture more heterogeneous structural information of the fluidized beds than the TF model alone. The implications to the solid phase constitutive closures for TF models are discussed. However, the TF-DEM simulations depend on the form of the interphase momentum transfer model, which can be computed in terms of averaged or instantaneous particle quantities. Various forms of the interphase momentum transfer model are examined, and simulation results from these models are compared. [DOI: 10.1115/1.2786530]
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Introduction

Gas-solid fluidized beds are widely used in many industrial applications, e.g., fluid catalytic cracking, due to the contact between gas and solid phases, which prompts rapid heat and mass transfer and fast chemical reactions. However, the dynamics of gas-solid fluidized beds need to be better understood in order to improve existing processes and scale up new processes. Reliable simulation tools can provide valuable insights into gas-solid flow processes and, as a result, accelerate the achievement of substantial process improvements [1].

The dynamics of fluidized beds can be described at different levels of detail [2]. At the most fundamental level (atomic or molecular scale is not considered), the motion of the whole system is determined by the Newtonian equations of motion for the translation and rotation of each particle, and the Navier–Stokes and continuity equations. The fluid motion and particle motion are linked by the no-slip condition on each particle boundary. At the second level, the fluid velocity at each point is replaced by its average, taken over a spatial domain large enough to contain many particles but still small compared to the whole region occupied by the flowing mixture. The Newtonian equations of motion are solved for each particle in a Lagrangian framework. The coupling force between fluid and particles is then related to the particle’s velocity relative to the locally averaged fluid velocity and to the local concentration of the particle assembly. At a third level, both the fluid velocity and the particle velocity are averaged over local spatial domains. A description at this level of detail is often referred to as the two-fluid model (TFM).

The kinetic theory of granular flows (KTGF) has been successfully applied to the TFM for fluidization in the last decade [3]. The KTGF has a basic assumption that particle collisions are instantaneous and binary. However, questions about the validity and capability of KTGF arise because of the microstructures formed in the fluidized beds, e.g., clusters in a riser [4] and “defluidized” zones in a bubbling fluidized bed [5]. In a dense bubbling fluidized bed, the particle pressure around a bubble was experimentally measured and shown to be large in the region far below the bubble where there is no agitation [5]. These facts lead to speculations that last contact distances in dense fluidized beds limit the application of KTGF. Previous experiments [6] and models [7,8] also showed that diffusion and mixing are dominated by geometry, consistent with long-lasting contacts (but not thermal collisions) in dense granular flows. However, there has not yet been a quantitative analysis to assess multiparticle microstructures under certain fluidization conditions or how the microstructures affect the constitutive behavior of a dense fluidized bed. A good understanding of the spatial distribution and temporal evolution of multiparticle contacts and corresponding particle contact forces is a necessary step toward developing constitutive models that can accurately predict fluidized bed dynamics.

In this paper, a hybrid model at the second level will be employed to improve the understanding of multiparticle contacts in a fluidized bed. The hybrid model couples a TFM to solve the gas phase with the discrete element method (DEM) to solve the particle motion equations. Therefore, the hybrid model can simulate a fluidized bed at particle scales and produce useful information to analyze the microstructures as well as particle dynamics. The computational results from the hybrid model will be compared and validated with experimental and TFM results. A key consideration in the hybrid model is the coupling between the phases, i.e., the fluid-particle interaction force. Different formulations have been used to calculate and transfer the force between phases [9–12]. However, formulations have not been thoroughly analyzed for different flow conditions. In this paper, two different ways to transfer the effective drag force, an important coupling term between gas and particles, will be discussed, and simulation results from these two methods will be compared.

Methodology

Multifluid Model. The multifluid Eulerian model describes the gas phase and solid phases as interpenetrating continua. The particle mixture is divided into a discrete number of phases, each of which can have different physical properties, e.g., particle diam-
eter. It should be noted that the TFM for a gas phase and single solid phase is a special case, \( n_s = 1 \), for the general formula presented next. The governing equations for the multifluid model are [13]

Continuity equation for the gas phase:
\[
-\frac{\partial}{\partial t}(e_g \rho_g) + \nabla \cdot (e_g \rho_g \mathbf{v}_g) = \sum_{n=1}^{N_s} \mathbf{R}_{gn}
\]

Continuity equation for the \( m \)th solid phase:
\[
-\frac{\partial}{\partial t}(e_m \rho_m) + \nabla \cdot (e_m \rho_m \mathbf{v}_m) = \sum_{n=1}^{N_s} \mathbf{R}_{mn}
\]

Momentum equation for the gas phase:
\[
\frac{\partial}{\partial t}(e_g \rho_g \mathbf{v}_g) + \nabla \cdot (e_g \rho_g \mathbf{v}_g \mathbf{v}_g) = \nabla \cdot \mathbf{S}_{sm} + e_g \rho_g \mathbf{g} - \sum_{n=1}^{M} \mathbf{I}_{gm}
\]

Momentum equation for the \( m \)th solid phase:
\[
\frac{\partial}{\partial t}(e_m \rho_m \mathbf{v}_m) + \nabla \cdot (e_m \rho_m \mathbf{v}_m \mathbf{v}_m) = \nabla \cdot \mathbf{S}_{sm} + e_m \rho_m \mathbf{g} + \sum_{n=1}^{M} \mathbf{I}_{ml}
\]

Translational granular temperature equation [4]:
\[
\frac{3}{2} \frac{\partial}{\partial t}(e_m \rho_m \mathbf{v}_m) + \nabla \cdot (e_m \rho_m \mathbf{v}_m \mathbf{v}_m) = -\nabla \cdot \mathbf{q}_{sm} + \nabla \cdot \mathbf{v}_{sm} + \gamma_{sm,slip} - J_{sm,coll} - J_{sm,vis}
\]

where the translational granular temperature is defined as
\[
\theta_{sm,t} = \frac{1}{3} (C_{pi}^2)
\]

The fluctuation in the particle translational velocity shown in Eq. (6) is defined as \( C_{pi} = v_{pi} - v_{sm} \), where \( v_{pi} \) is the instantaneous translational particle velocity and the symbol \( \langle \rangle \) designates the operation of taking average.

The constitutive equations for the solid phases were derived for granular flows [14]. There are two distinct flow regimes in granular flows: a viscous or rapidly shearing regime in which stresses arise due to collisional or translational momentum transfer and a plastic or slowly shearing regime in which stresses arise due to Coulomb friction between grains in close contact. Two different approaches are used for these regimes:
\[
\begin{aligned}
\mathbf{S}_{sm}^p &= -P_{sm}^p \mathbf{I} + \frac{\mathbf{e}_s}{\theta_{sm,t}} \quad \text{if} \quad e_s > e_s^p \\
\mathbf{S}_{sm}^x &= -P_{sm}^x \mathbf{I} + \frac{e_s}{\theta_{sm,t}} \quad \text{if} \quad e_s < e_s^x
\end{aligned}
\]

where \( P_{sm}^p \) and \( P_{sm}^x \) are the pressure and the viscous stress in the \( m \)th solid phase for the plastic regime, \( e_s^p \) and \( e_s^x \) are the pressure and the viscous stress for the viscous regime, and \( e_s \) is a critical packing solid volume fraction, set to 0.58 for the simulations in this paper.

The granular stress equation based on KTGF [15] is applied to the viscous regime. The granular pressure and stresses are given by
\[
\begin{aligned}
P_{sm}^x &= K_{sm} e_{sm}^2 \theta_{sm,t} \\
\mathbf{S}_{sm}^x &= 2 \mu_{sm}^x \mathbf{D}_{sm} + \lambda_{sm}^x \mathbf{I} \mathbf{D}_{sm}
\end{aligned}
\]

where \( \lambda_{sm}^x \) is the second coefficient of viscosity,
\[
\lambda_{sm}^x = K_{sm} e_{sm} \theta_{sm,t}
\]

The shear viscosity factor \( \mu_{sm}^x \) is
\[
\mu_{sm}^x = K_{sm} e_{sm} \sqrt{\theta_{sm,t}}
\]

The strain rate tensor \( \mathbf{D}_{sm} \) is given by
\[
\mathbf{D}_{sm} = \frac{1}{2} \left( \nabla \mathbf{v}_{sm} + (\nabla \mathbf{v}_{sm})^T \right)
\]

The coefficients \( K_{sm} \), \( K_{sm}^x \), and \( \mu_{sm}^x \) are functions of particle density, diameter, restitution coefficient, radial distribution function, and local volume fractions. The solid stress tensor in the viscous regime only takes into account contributions from particle translational momentum flux and binary collisions. In the plastic flow regime, the solid stress tensor was derived based on plastic flow theory [16] and critical state theory [17].

The constitutive equation for the gas phase stress tensor is
\[
\mathbf{S}_{sm} = -P_g \mathbf{I} + \tau_g
\]

where \( P_g \) is the gas pressure and \( \mathbf{I} \) is the identity tensor. The viscous stress tensor \( \tau_g \) is assumed to be of the Newtonian form
\[
\tau_g = 2 \nu_g \mathbf{D}_g + \lambda_g \mathbf{I} \mathbf{D}_g
\]

where \( \mathbf{D}_g \) is the strain rate tensor for the gas phase. The gas-solid momentum transfer \( \mathbf{I}_{gm} \) will be discussed in the subsection on coupling TFM and DEM.

**Discrete Element Method.** Individual particle motion in a fluidized bed can be described by Newtonian equations of motion, which is a Lagrangian approach. The DEM employs numerical integration of the equations of motion to resolve particle trajectories [18]. The translational and rotational motions of a particle are governed by
\[
\frac{d\mathbf{v}_i}{dt} = \mathbf{f}_i + \mathbf{f}_{pp} + m \mathbf{g}
\]

\[
\frac{d\mathbf{\omega}_i}{dt} = \mathbf{T}_i
\]

where \( \mathbf{f}_i \) is the particle-particle contact force, \( \mathbf{f}_{pp} \) is the fluid-particle interaction force, \( m \mathbf{g} \) is the gravitational force, \( \mathbf{T}_i \) is the torque arising from the tangential components of the contact force, and \( I_i \), \( \mathbf{v}_i \), and \( \mathbf{\omega}_i \) are the moment of inertia, linear velocity, and angular velocity, respectively. The net contact force \( \mathbf{f}_i \) and torque \( \mathbf{T}_i \) acting on each particle result from a vector summation of the force and torque at each particle-particle contact. A linear spring-dashpot model is employed for the contact force model due to its simplicity and reasonable accuracy [18]. The basic principles of the linear spring-dashpot model are briefly described in the following.

Two contacting particles \( \{i,j\} \) are shown in Fig. 1 with radii \( \{a_i, a_j\} \) at positions \( \{\mathbf{r}_i, \mathbf{r}_j\} \), with velocities \( \{\mathbf{v}_i, \mathbf{v}_j\} \) and angular velocities \( \{\mathbf{\omega}_i, \mathbf{\omega}_j\} \). The normal compression \( \delta_{ij} \), relative normal velocity \( \mathbf{v}_{n,ij} \) and relative tangential velocity \( \mathbf{v}_{t,ij} \) are [19]

\[
\delta_{ij} = d - r_{ij}
\]

\[
\mathbf{v}_{n,ij} = (\mathbf{v}_i - \mathbf{v}_j) \mathbf{n}_{ij}
\]

\[
\mathbf{v}_{t,ij} = \mathbf{v}_i - \mathbf{v}_j - (a_i \mathbf{\omega}_i + a_j \mathbf{\omega}_j) \times \mathbf{n}_{ij}
\]

where \( d = a_i + a_j \), \( r_{ij} = \mathbf{r}_i - \mathbf{r}_j \), and \( \mathbf{n}_{ij} = \mathbf{r}_i / r_{ij} \), with \( r_{ij} = ||\mathbf{r}_{ij}|| \) and \( \mathbf{v}_{ij} = \mathbf{v}_i - \mathbf{v}_j \). The rate of change of the elastic tangential displacement \( \mathbf{u}_{ij,t} \) set to zero at the initiation of a contact, is

\[
\frac{d\mathbf{u}_{ij,t}}{dt} = \mathbf{v}_{t,ij} - \frac{(\mathbf{n}_{ij} \cdot \mathbf{v}_{t,ij}) \mathbf{r}_{ij}}{r_{ij}}
\]

The last term in Eq. (20) arises from the rigid body rotation around the contact point and ensures that \( \mathbf{u}_{ij,t} \) always lies in the
local tangent plane of contact. Normal and tangential forces acting on particle \( i \) are

\[
F_{nij} = f(\delta_j/d)(k_n \delta_j \mathbf{n}_{ij} - \gamma_m \mathbf{v}_{ni})
\]

\[
F_{tij} = f(\delta_j/d)(-k_t \mathbf{n}_{ij} - \gamma_m \mathbf{v}_{ti})
\]

(21)

(22)

where \( k_n \) and \( k_t \) are the spring stiffness and viscoelastic constants, respectively, and \( m_{cel} = m_i + m_j \) is the effective mass of the spheres with masses \( m_i \) and \( m_j \). The corresponding contact force on particle \( j \) is simply given by Newton’s third law, i.e., \( F_{ij} = -F_{ji} \). The function \( f(\delta_j/d) = 1 \) is for the linear spring-dashpot model, and \( f(\delta_j/d) = \sqrt{\delta_j/d} \) is for Hertzian contacts with viscoelastic damping between spheres.

Static friction is implemented by keeping track of the elastic shear displacement throughout the lifetime of a contact. The static yield criterion, characterized by a local particle friction coefficient \( \mu \), is modeled by truncating the magnitude of \( \mathbf{u}_{ij} \), as necessary, to satisfy \( |F_{ij}| < |\mu F_{ni}| \). Thus, the contact surfaces are treated as “sticking” when \( |F_{ij}| < |\mu F_{ni}| \), and as “slipping” when the yield criterion is satisfied. The total contact force and torque acting on particle \( i \) are then given by

\[
\mathbf{f}_c = \sum_j (F_{nij} + F_{tij})
\]

(23)

\[
\mathbf{T}_c = -\frac{1}{2} \sum_j \mathbf{r}_{ij} \times F_{tij}
\]

(24)

The amount of energy lost in collisions, characterized by the inelasticity through the value of the coefficient of restitution \( e \), is defined as the negative ratio of the particle velocity after collision to the velocity before collision. For the linear spring-dashpot model, the coefficient of normal restitution \( e_n \) and contact time \( t_c \) can be analytically obtained,

\[
e_n = \exp(-\gamma_t t_c/2)
\]

(25)

where the contact time \( t_c \) is given by

\[
t_c = \pi(\sigma_{ij}/m_{cel} - \gamma^2/(4d_i^2))^{-1/2}
\]

(26)

The value of the spring constant should be large enough to avoid particle interpenetration, yet not so large as to require an unreasonably small simulation time step \( \delta t \) since an accurate simulation typically requires \( \delta t \approx t_c/50 \). After the contact force is calculated, the equations of motion, which are ordinary differential equations, can be numerically integrated to get the particle trajectories.

**Coupling of the Two-Fluid Model and Discrete Element Method.** A hybrid model at the second level is constructed by coupling the TFM for the gas phase with DEM for the particle motion [20]. The coupling term between the equations for gas and particle motion is the gas-particle interaction \( I_{gpi} \) in the gas momentum equation and \( F_{gpi} \) in the particle equation of motion. Due to the averaging process in the derivation of momentum equations for the TFM, the fluid-particle interaction force may be written as the sum of a component due to macroscopic variations in the fluid stress tensor and a component representing the effect of variations in the point stress stress tensor as the gas flows around the particle [21]. For the gas force on a particle,

\[
\mathbf{f}_{gpi} = \mathbf{V}_{pi} \cdot \mathbf{\tilde{F}}_{g} + \mathbf{f}_{gpi}^\prime
\]

(27)

where \( \mathbf{V}_{pi} \) is the volume of particle \( i \). The first term on the right in Eq. (27) accounts for the macroscopic variation in the fluid stress tensor. The second term on the right in Eq. (27) includes skin friction and drag contributions accounting for the detailed variation in the stress tensor. In general, the term comprises an effective drag force in the direction of the relative velocity between the fluid and particle, and a virtual or added mass force accounting for the resistance of the fluid mass that is moving at the same acceleration as the particle. For gas-solid flows, the virtual mass force may be neglected and \( \mathbf{f}_{gpi}^\prime \) reduces to an effective drag force, which should be the product of the local void fraction \( e_v \) and the drag force \( \mathbf{f}_d \) obtained from experimentally based correlations. Substituting Eq. (13) to Eq. (27),

\[
\mathbf{f}_{gpi} = -\mathbf{V}_{pi} \cdot \mathbf{\tilde{F}}_{g} + \mathbf{f}_{gpi}^\prime
\]

(28)

The drag force on a single particle of diameter \( d_{pi} \) in a multiparticle system can be calculated from the correlation,

\[
\mathbf{f}_d = \frac{1}{2} C_D \rho_{pi} \left\{ \frac{1}{2} \pi d_{pi}^2 \mathbf{v}_i^2 \mathbf{v}_g \mathbf{v}_g - \mathbf{V}_{pi} \right\} (\epsilon_{f}) = \frac{1}{2} \frac{\pi d_{pi}^2}{6 \rho_g E_{in}} \beta (\mathbf{v}_g - \mathbf{v}_{pi})
\]

(29)

where \( \mathbf{v}_i \) is the gas velocity at the location of particle \( i \) and \( f(\epsilon_{f}) \) is a function of the local void fraction. The single particle velocity \( \mathbf{v}_{pi} \) is used since the correlations relate the effective drag force to that of a single particle in the absence of other particles. The expressions of \( \beta \) are extended from the work of Ergun [22] and Ven and Yu [23], and were used by Tsuiji et al. [9].

\[
\beta = \begin{cases} 
150 \frac{E_{in}}{E_{in}^2} \mu_g + 1.75 \sqrt{e_{in} \rho_{pi} / d_{pi}} |\mathbf{v}_g - \mathbf{v}_{pi}| & \text{for } e_v \leq 0.8 \\
3 \frac{E_{in}}{4} \mu_{p_{pi}} |\mathbf{v}_g - \mathbf{v}_{pi}| e_{in}^{2.7} & \text{for } e_v > 0.8 
\end{cases}
\]

(30)

The drag coefficient \( C_D \) depends on the particle Reynolds number \( Re_{pi} = d_{pi} \rho_g |\mathbf{v}_pi| \mu_g / \rho_g \), and is given by

\[
C_D = \begin{cases} 
24(1 + 0.15 Re_{pi}^{0.67}) / Re_{pi} & \text{for } Re_{pi} < 1000 \\
0.43 & \text{for } Re_{pi} \geq 1000 
\end{cases}
\]

(31)

The fluid-particle interaction force per unit volume of bed, \( \mathbf{I}_{gpi} \), in the gas momentum equation (refer to Eq. (3)) is obtained by summing the gas forces \( \mathbf{f}_{gpi} \) over all the particles in a fluid cell and dividing by the volume of the fluid cell, \( V_{cell} \). Thus,

\[
\mathbf{I}_{gpi} = \frac{1}{V_{cell}} \mathbf{\hat{V}}_{pi} - \mathbf{v}_{in} \cdot \mathbf{\tilde{F}}_{g} + \sum_{i}^{N_{m}} \mathbf{f}_{gpi} / V_{cell}
\]

(32)

where \( N_{m} \) is the number of particles of the \( m \)-th phase in a fluid cell. The last term in Eq. (32) may be calculated approximately using local mean gas and particle velocities,
The volume of a computational cell, $V_{cell}$, in two-dimensional (2D) simulations is calculated using the diameter of a spherical particle as the cell thickness in the third dimension.

Based on the previous discussion, it can be seen that the fluid-particle effective drag force can be calculated in two ways to transfer the effects between gas and particle motions. The first method is to calculate the drag force using Eq. (33) in a fluid cell and then assign this mean drag force back to each particle in the cell. This method, with the assumption that particles in a cell with the same diameter have the same drag force, is used for most of the simulations in this paper. The second method is to calculate the drag force on each particle using Eq. (29) and then sum up the particle drag forces in a fluid cell as the total drag force on the fluid according to Newton’s third law. This method is employed for one case as a comparison to the results from the first method. However, it should be noted that further assumptions are made in this paper. One assumption is that the total drag force on the gas is calculated using Eq. (33) and is approximately equal in magnitude to that obtained from the summation of each particle’s drag force.

For the second method, Eq. (33) is also used for calculating the drag force on the gas phase, and the only difference between these methods is the way to obtain the drag force on the particles. Finally, the viscous stress gradient in Eq. (28) is neglected.

**Numerical Formulation.** A FORTRAN code, multiphase flow with interphase exchanges (MFIX), is used for all simulations in this work. MFIX uses a finite volume approach with a staggered grid for the discretization of the TFv governing equations to reduce numerical instabilities [24]. Scalars such as pressure and volume fraction are stored at the cell centers, and the velocity components are stored at cell surfaces. A second-order discretization is used for spatial derivatives and first-order discretization for temporal derivatives. A modified SIMPLE algorithm is employed to solve the discretized equations [24]. The explicit time integration method is used to solve the translational and rotational motion equations used in the DEM [10,18].

**Simulation Conditions.**

Gas-solid fluidized beds were simulated using the hybrid TF-DEM model presented in the methodology subsection (for $m = 1$). The fluidized beds have very small depths compared to the other two dimensions. Therefore, 2D simulations were performed, which also reduces the computational requirements needed for three dimensional (3D) simulations. The first computational case simulates a fluidized bed experiment with a central air jet flow, presented by Tsuji et al. [9]. This case will be referred to as the central-jet case, hereafter. The computational domain is shown in Fig. 2(a), and the simulation parameters are listed in Table 1. Most particle parameters are set to be the same as what were used in the experiment. One important difference between the computational setup and the experimental setup is that there is only one layer of particles in the thin depth direction for computations, while there were about five particle layers in the experiment. A second simulation for a bubbling fluidized bed with a uniform inflow was performed to analyze a different flow situation, where the bed is fluidized by a uniform air inflow. The simulations were based on the experiment of the bubbling fluidized bed by Goldschmidt et al. [25]. This case will be referred to as the uniform inflow.

**Table 1** Computational parameters and general initial and boundary conditions for the experiments of Tsuji et al. [9] and Goldschmidt et al. [25]

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Geometry</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Height of domain (cm)</td>
<td>90</td>
<td>45</td>
</tr>
<tr>
<td>Width of domain (cm)</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>Horizontal grid size, $\Delta x$ (cm)</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Vertical grid size, $\Delta y$ (cm)</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Particle properties</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Particle diameter (cm)</td>
<td>0.4</td>
<td>0.25</td>
</tr>
<tr>
<td>Particle density (g/cm$^3$)</td>
<td>2.7</td>
<td>2.526</td>
</tr>
<tr>
<td>Particle stiffness coefficient (dyn/cm)</td>
<td>$8 \times 10^5$</td>
<td>$8 \times 10^5$</td>
</tr>
<tr>
<td>Particle friction coefficient (dyn s/cm)</td>
<td>18</td>
<td>1.77</td>
</tr>
<tr>
<td>Particle damping coefficient (dyn s/cm)</td>
<td>0.2</td>
<td>0.1</td>
</tr>
<tr>
<td>Particle number</td>
<td>2400</td>
<td>4000</td>
</tr>
<tr>
<td>Initial conditions</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$n_i$</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>$\nu_i$=$U_{ci}$ (cm/s)</td>
<td>180</td>
<td>128</td>
</tr>
<tr>
<td>Initial bed height (cm)</td>
<td>22</td>
<td>15</td>
</tr>
<tr>
<td>Boundary conditions</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Central air jet inflow (cm/s)</td>
<td>3900</td>
<td>$1.5U_{af}$</td>
</tr>
<tr>
<td>Specified pressure at outlet (Pa)</td>
<td>101325</td>
<td>101325</td>
</tr>
<tr>
<td>Wall boundary for gas phase</td>
<td>No slip</td>
<td>No slip</td>
</tr>
<tr>
<td>Wall stiffness coefficient (dyn/cm)</td>
<td>$1.2 \times 10^6$</td>
<td>$1.2 \times 10^6$</td>
</tr>
<tr>
<td>Wall damping coefficient (dyn s/cm)</td>
<td>22</td>
<td>3.93</td>
</tr>
</tbody>
</table>

![Fig. 2](image_url)
inflow case, hereafter. The simulation was set up using the same conditions as in the experiment, except that there is only one layer of particles in the third dimension. The computational domain is shown in Fig. 2(b), and parameters are shown in Table 1.

The particle response to the flow fields in these simulations can be analyzed as follows to further elucidate and justify the hybrid method used. The particle Stokes number is defined as

\[ \text{St} = \frac{\tau_p}{\tau_g} \]

where \( \tau_p = \frac{\rho_p d^2}{18 \mu} \) is the particle Stokesian relaxation time and \( \tau_g = \frac{d}{v_g} \) can be deemed as a characteristic time scale for gas momentum convection over one particle diameter. Taking the uniform inflow case as an example, the Stokes number \( \text{St} \approx 37,422 \) and the particle volume fractions are typically greater than 0.1 in the bed. In such a dense particle flow with very high Stokes number, gas turbulence is damped and small scale gas velocity fluctuations do not affect the particle dynamics significantly. Therefore, directly modeling the subgrid gas velocities is not considered in this paper.

Simulations using the TFM for both cases were also carried out using the same grid resolutions corresponding to those listed in Table 1. However, the particle motion is modeled by the solid phase equations in the TFM instead of using DEM directly. All the cases were simulated for 20 s of simulation time. The computational times used by the TFM and the hybrid method for the central-jet case were 5350 s and 6780 s, respectively, on one Opteron 270 (2.0 GHz) processor. Only results for the first 10 s will be presented in the next section since it was found that the fluidized beds reached a quasisteady state after approximately 5 s.

**Results and Discussion**

Computational results obtained from the simulation of the central-jet case are first presented. The pressure drop at 20 cm above the inlet boundary obtained from the TF-DEM simulation, as shown in Fig. 3, is similar to the computational findings of Tsuji et al.; i.e., the frequency and magnitude of fluctuation are in good agreement with experiments but with a higher mean pressure [9]. The TFM predicts that the pressure drop fluctuates around a similar mean pressure, but with a smaller fluctuating amplitude. This is probably because averaged equations are solved in the TFM. A refined grid with \( \Delta x = 1 \) cm and \( \Delta y = 2 \) cm is used to determine the grid dependence of this hybrid method. Statistical error in the particle field estimation becomes larger as the grid is refined due to the grid-cell-based averaging technique used in this paper. The comparison between the temporally averaged solid volume fraction distributions calculated from the coarse and fine grids is shown in Fig. 4. It can be seen that the result from the fine grid shows a slightly higher bed expansion and a more asymmetric solid distribution with respect to the central jet. A method to address the particle field estimation problem will be discussed in the conclusions. The difference caused by the grid refinement, however, does not alter the comparison between the hybrid method and TFM made in this paper. The coarse grid was also used in previous computational studies [9,11]. The coarse grid results are thus shown in the following. The choice of the grid for the uniform inflow case is based on our grid refinement study for the TFM simulations of the same systems [26]. The logic is that this grid should capture enough details of the gas field and particle field as shown in the TFM simulations. It has been shown that the grid of cell size \( \Delta x = 1 \) cm and \( \Delta y = 1 \) cm produced an average error of 1.4% and a maximum error of 3.7% in time-averaged volume fraction, compared to the Richardson extrapolation results, and that further grid refinement had little influence on the results [26].

The bulk coordination number is defined as the average number of contacting neighbors of a particle. The time evolution of bulk coordination number can be used to characterize dynamic responses of granular systems [27]. The bulk coordination number corresponds to the first peak in the isotropic radial distribution function \( g(r) \) and is a measure of order in the particle pattern. Thus, it can indirectly give a sense of whether the particle phase is more “gaslike” or “liquidlike.” The isotropic radial distribution function \( g(r) \) cannot be rigorously defined in the anisotropic configurations used in the simulations and is not presented in the paper. The bulk coordination numbers varying with time for the two simulations are shown in Fig. 5. The bulk coordination number for the central-jet case varies around 1.2, which indicates pair structures or other multicontact structures that exist in the system. In contrast, the bulk coordination number for the uniform inflow case varies around 0.5, which indicates that structures with contacting particles do not prevail. To further elucidate the spatial variation of the particle contacts, we look at local quantities for each particle.

The particle instantaneous positions and velocities are shown in Fig. 6 for the TF-DEM simulation of the central-jet case. The
particle movements and bed expansion behaviors are also in qualitative agreement with experimental observations. These agreements serve to initially substantiate the practicality of the hybrid TF-DEM model presented here. The number of contacting particles for each particle, $N_c$, is defined as the number of contacting neighbors of one particle. A direct interpretation of $N_c$ is that a particle is in a binary collision when $N_c = 1$, or in a multicontact when $N_c > 1$. The value of $N_c$ for each particle is also presented in Fig. 6. From the results, it is clear that $N_c$ is not distributed homogeneously in space. The value of $N_c$ is low (1–2) in bubble regions but high in other regions (>2), which are mainly near the bottom corners of the bed after the jet penetrates the bed (see Figs. 6(b)–6(d)). High $N_c$ shows that multicontacts prevail in those regions away from bubbles.

The spatial distributions of particle contact forces, drag forces, and ratios of these forces are shown in Fig. 7 for the central-jet case. The magnitudes of total forces in every computational cell are shown, i.e., the total contact force at a cell center, $f_{ci} = \sum_{j} f_{ci,j}$, and the total drag force at a cell center, $f_{dij} = \sum_{j} f_{dij}$, where $i$ and $j$ are indices of particles and grid nodes, respectively. The force is also scaled by the magnitude of the gravitational force of a particle. It can be seen from the instantaneous distributions (Fig. 7(a)) that the contact forces (left frame) are large in the regions away from bubbles, which is consistent with the experimental observation that higher particle pressure is generated under bubbles [5]. The instantaneous drag forces (shown in the middle frame of Fig. 7(a)) are large in the jet region. The ratios of contact forces to drag forces vary between 2 and 10 in most of the bed region. However, contact forces may be as high as 100 times that of the drag forces (higher than the maximum contour level shown in Fig. 7) in the corners beside the jet. The high contact force regions could also correspond to the high solid stress regions. The locations of large contact forces and force ratios are correlated with the locations of higher $N_c$, as compared to the corresponding snapshot at 5 s in Fig. 6. Solid volume fractions in most of these regions are less than the critical solid volume fraction $\varepsilon_*$ (see the left panels in Fig. 8), and the solid stress is calculated using the KTGF. Since the solid stress calculated using the KTGF does not take into account the contribution from the collisions with $N_c > 1$, the solid stresses in these regions are also expected to deviate from the stresses predicted using the KTGF. These observations emphasize the importance of studying particle contacts in the regions away from bubbles in order to understand the constitutive behavior of a fluidized bed. The time-averaged distributions (Fig. 7(b)) show similar trends although the forces are distributed more homogeneously.

![Fig. 5 The bulk coordination numbers as a function of time](image-url)

![Fig. 6 Instantaneous particle positions and velocities for the central-jet fluidized bed, denoted by points and vectors. The contour levels show the magnitudes of $N_c$. The domain in the figure only shows 45 cm above the inlet.](image-url)

![Fig. 7 Particle contact forces, drag forces, and their ratios for the central-jet fluidized bed for (a) the instantaneous distribution at 5 s and (b) the time-averaged distribution at 5–10 s. The left panels show contact forces, the middle panels show drag forces, and the right panels show the ratios of contact forces to drag forces. The left legends are the magnitudes of forces scaled by the gravitational force of a particle. The right legends are the ratios, where −1 indicates that the drag force is zero at that position. Note that the highest ratio of 100 is not shown in order to distinguish the majority of ratios below 20. The domain in the figure only shows 45 cm above the inlet.](image-url)
A comparison between the solid volume fractions predicted by the TF-DEM model and those predicted by TFM is also performed. The instantaneous and time-averaged (5–10 s) solid volume fraction distributions for the central-jet case are shown in Figs. 8(a) and 8(b), respectively. The distributions demonstrate that the TF-DEM model and TFM model predict a similar jet penetration behavior. However, the TFM predicts a more homogeneous and symmetric distribution of solids. The TF-DEM model can capture the concentration difference in the corner regions, as seen in Fig. 8(b). The predicted differences reflect the inability of the TFM to capture the structural information although the TFM predicts a similar mean pressure drop as the TF-DEM model does. The inability may also be due to the solid constitutive closures used in the TFM. The closures do not adequately model the stress and energy dissipation caused by multicontacts, which reduces the preferential change in solid volume fractions. A quantitative account of the differences between the stresses and dissipation calculated using the TF-DEM and using the TFM is the subject of a future study [28].

For the uniform inflow case, bed dynamics were first analyzed by the time evolution of the mean particle height. The mean particle height is defined as the arithmetic mean of the heights of all particles in the bed. It is straightforward to calculate the particle height in the TF-DEM model, and it can also be estimated by a method defined in Ref. [26] for the TFM. The mean particle height as a function of time is shown in Fig. 9. It is found that mean particle heights predicted by both models fluctuate at a similar level. The 5–10 s time-averaged values are 8.9 cm and 9.16 cm for TF-DEM model and TFM, respectively. Both are lower than the experimental value of 11.4 cm [29]. The particles’ instantaneous positions, velocities, and $N_c$ are presented in Fig. 10. It can be seen that the bed is uniformly fluidized at the startup stage (Fig. 10(a)) with no bubble and zero $N_c$ over almost the whole bed. After bubbles develop, higher $N_c$ appear in regions away from the bubble; however, the ratio of the number of multicontacts over the total number of collisions is small, fluctuating around 0.3, as shown in Fig. 11. This small ratio indicates that the binary collision assumption in the KTGF may still be reasonable under this flow condition. In contrast, the ratio for the central-jet

![Fig. 8 Particle volume fractions for the central-jet fluidized bed for (a) the instantaneous distribution at 5 s and (b) the time-averaged distribution at 5–10 s. The left panel shows the TF-DEM simulation and the right panel shows the TFM simulation. The domain in the figure only shows 45 cm above the inlet.](image1)

![Fig. 9 The mean particle height as a function of time for the uniform inflow fluidized bed calculated from the TF-DEM model and TFM](image2)

![Fig. 10 Instantaneous particle positions and velocities for the uniform inflow fluidized bed denoted by points and vectors. The contour level shows the magnitude of $N_c$.](image3)
The ratio of particles in multicontacts to the total number of particles in contact as a function of time.

The ratio of particles in multicontacts to the total number of particles in contact as a function of time is higher than 0.6 most of the time, which indicates that the binary collision assumption may deviate from the real particle collision scenario to a larger degree. The spatial distributions of particle contact forces, drag forces, and ratios of these forces for the uniform inflow case are also shown in Fig. 12. Similar observations can be drawn as for the central-jet case. However, there is no region where the contact forces are more than 15 times higher than the drag forces, as observed in the corner regions for the central-jet case.

The two different formulas for computing the effective drag force based on averaged or instantaneous particle velocities were applied to simulate the uniform inflow case. Since the method using the averaged particle velocities produces the same forces on each particle in a fluid cell, it tends to smear the difference between particle movement and results in less vigorous bed dynamics. It is expected that the method using instantaneous particle velocity will predict a higher bed expansion. This effect is actually shown by the time-averaged solid volume fraction in Fig. 13, where the result produced by the second method shows a slightly higher bed expansion. The time-averaged mean particle height predicted by the second method is 9.1 cm, and is higher than that.
predicted by the first method. However, it should be noted that the difference between the mean quantities predicted by the two formulas is not large. Local quantities, such as granular temperature, will be further studied to investigate the effect of the formulas.

Conclusions

A methodology for a hybrid TF-DEM model for gas-solid fluidized beds has been presented. The model couples the DEM for particle dynamics with the TF equations for the gas phase. The coupling between the two phases is modeled by the gas-particle interaction force. Simulations of two types of gas-solid fluidized beds have been carried out using the hybrid simulation method. The results of the hybrid TF-DEM simulations are compared to experimental data and TFM simulations. It is found that the TFDEM simulation is capable of predicting general fluidized bed dynamics, i.e., pressure drop across the bed and bed expansion, which are in agreement with experimental measurements and TFM predictions. The number of contacting particles $N_c$ is found to be greater than 1 in the regions away from the bubble. The contact forces are much larger than the effective drag forces in the same regions. It is also demonstrated that multicontacts prevail in the central-jet fluidized bed, implying that the binary instantaneous collision assumption in the KTGF may not be applicable in this flow condition. For the uniform inflow fluidized bed, the number of contacting particles are around 1 to 2 so that the binary collision assumption is reasonable in this flow condition. With further research, the particle contact information will hopefully provide guidelines for a constitutive model development and may contribute to the subgrid modeling method proposed by Sundaresan [30]. The relations between the flow conditions and fluidized bed constitutive behaviors and how the multi-interactions should be incorporated into the constitutive modeling clearly need further investigation. It would be instructive to first compare the stresses computed using particle information from the TF-DEM simulations with the stresses computed using the KTGF or using the friction-kinetic model [31]. The stress analysis will be given in a following paper [28].

The effect of computing an effective drag force on a particle in terms of averaged or instantaneous particle velocities was demonstrated. It was shown that the formulation using instantaneous particle velocities better captures the force difference at the particle scale and predicts a higher bed expansion, which is closer to the corresponding experimental results. Furthermore, the statistical error in the estimation of the interphase momentum transfer term becomes high as the grid is refined. This motivates using more sophisticated kernel estimation methods to achieve optimal error control in both statistical error and discretization error [32,33].
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Nomenclature

\[ C = \text{fluctuation in particle translational velocity (cm/s)} \]
\[ d = \text{particle diameter (cm)} \]
\[ e = \text{coefficient of normal restitution} \]
\[ g = \text{acceleration of gravity (cm/s}^2) \]
\[ I = \text{moment of inertia of a particle (g cm}^2) \]
\[ I = \text{interphase momentum transfer (dyn/cm}^2) \]
\[ J_{\text{coll}} = \text{rate of dissipation of translational fluctuation kinetic energy due to particle collisions (g/cm}^3) \]
\[ J_{\text{vis}} = \text{rate of dissipation of translational fluctuation kinetic energy due to interstitial gas viscous damping (g/cm}^3) \]
\[ k = \text{stiffness coefficient of a particle (dyn/cm)} \]
\[ m = \text{mass of a particle (g)} \]
\[ n = \text{unit normal vector from a boundary to particles} \]
\[ N = \text{particle number} \]
\[ N_c = \text{coordination number} \]
\[ N_g = \text{total number of gas phase chemical species} \]
\[ N_{\text{sm}} = \text{total number of solid phase (m) chemical species} \]
\[ P = \text{pressure (dyn/cm}^2) \]
\[ r = \text{position vector (cm)} \]
\[ R = \text{rate of formation (g/cm}^3\text{s}) \]
\[ Re = \text{Reynolds number} \]
\[ S = \text{stress tensor (dyn/cm}^2) \]
\[ t = \text{time (s)} \]
\[ U = \text{fluidization velocity (cm/s)} \]
\[ u = \text{tangential displacement (cm)} \]
\[ v = \text{velocity for gas and solids (cm/s)} \]

Greek Letters

\[ \beta = \text{coefficient for drag forces (g/cm}^3\text{s}) \]
\[ \delta = \text{normal compression in particle collision (cm)} \]
\[ e = \text{volume fraction} \]
\[ \gamma = \text{viscous damping coefficient (1/s)} \]
\[ \Gamma = \text{rate of dissipation of rotational fluctuation kinetic energy (g/cm}^3\text{s}) \]
\[ \Gamma_{\text{slip}} = \text{production of translational fluctuation kinetic energy due to gas-particle slip (g/cm}^3\text{s}) \]
\[ \mu = \text{coefficient of friction in DEM} \]
\[ \mu_g = \text{gas shear viscosity (dyn s/cm}^2) \]
\[ \mu_{\text{sm}} = \text{solid shear viscosity (dyn s/cm}^2) \]
\[ \lambda_g = \text{gas second coefficient of viscosity (dyn s/cm}^2) \]
\[ \lambda_{\text{visc}} = \text{solid second coefficient viscosity (dyn s/cm}^2) \]
\[ \omega = \text{angular velocity (1/s)} \]
\[ \rho = \text{density (g/cm}^3) \]
\[ \theta = \text{translational granular temperature (cm}^2/\text{s}^2) \]

**Superscripts**
- \( p \) = plastic regime in granular flows
- \( v \) = viscous regime in granular flows

**Subscripts**
- \( \text{cell} \) = computational cell
- \( \text{coll} \) = collision
- \( g \) = gas phase
- \( i \) = index of a particle
- \( l \) = \( l \)th solid phase
- \( m \) = \( m \)th solid phase
- \( n \) = normal direction in the particle contact frame
- \( t \) = tangential direction in the particle contact frame
- \( M \) = number of phases
- \( mf \) = minimum fluidization
- \( \text{max} \) = maximum value
- \( p \) = particle
- \( s \) = solid phase
- \( w \) = wall boundary
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