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Abstract: This paper presents a detailed paramatatysis on various input parameters of
two different numerical models, namely Telemac3[d &elft3D, used for the simulation of
tidal current flow at potential tidal energy sites the Pentland Firth in Scotland. The
motivation behind this work is to investigate tmdluence of the input parameters on the
above 3D models, as the majority of past reseaashntainly focused on using the 2D depth-
averaged flow models for this region. An extendedcaption of the models setup, along
with the utilised parameters is provided. The Imé¢ional Hydrographic Organisation (IHO)
tidal gauges and Acoustic Doppler and Current RrofADCP) measurements are used in
calibrating model output to ensure the robustnésheomodels. Extensive parametric study
on the impact of varying drag coefficients, rougsséormulae and turbulence models has
been investigated and reported. The results inglithat both Telemac3D and Delft3D
models are able to produce excellent comparisomstgameasured data; however, with
Delft3D, the model parameters which provided higtwrelation with the measured data, are
found to be different from those reported in thevowus literature, which could be attributed

to the choice of boundary conditions and the mesh s

Keywords: Telemac3D; Delft3D; three-dimensionahsgvity analysis; Pentland Firth; tidal

currents
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1 Introduction

Studies have estimated that 25% of Europe’s tidafgy is located in the Scottish waters [1],
where most of this resource is concentrated inRéetland Firth (Figure 1). Tidal current
speed up to 5 m/s has been observed surging thtbadhth, marking this area as one of the
best sites for tidal stream power generation inwbed. Due to the enormous potential for
generating clean and predictable tidal stream gnéng Pentland Firth and Orkney Waters
(PFOW) has become the focal point in the marinewetle energy research. Between 2008
and 2010, the Crown Estate has leased several sitdhe PFOW for tidal energy
deployments to industries such as ScottishPowengRables, SSE, MeyGen and Marine
Current Turbine for commercial scale developmef?g MeyGen is currently working on
the world’s first and largest tidal energy farntle Inner Sound [3], while in Shetland, Nova
Innovation Ltd is currently developing the worldfsst community scale array of five
100KW devices [4]. Furthermore, Orkney based Soetnables Tidal Power is well on track

to build and test the world’s largest floating titlabine, with 2MW output capacity [4].

The Pentland Firth is a 10 km wide strait that s&jes the Orkney archipelago and the
Scottish mainland. The region is dominated by seamdl tides, with primary M2 and
secondary S2 tides propagating from the Atlantiegdcon the west to the North Sea on the
east. Davies et al. [5] have elaborated that tleeional tidal current observed in the region
is attributed to the large differences in the tigadplitude observed in the west and east of the
channel. In addition, this area is also notablebeing extremely turbulent and thus present
great challenges in obtaining field measuremené.dBirect measurement poses several
limitations that are essential in a hydrodynamicgt Wide spatial and long temporal data is
very hard to collect since the measurement exer@se exceptionally expensive and time

consuming. Therefore, accurate and robust numenadelling is essential in validating
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theoretical and analytical approaches for marirerggnresearch. Furthermore, as PFOW is
one of the most complex regions where strong tidalents exist, the need to understand and
characterise the depth-wise tidal flow behavioucdmees an important element in tidal

resource prediction.

Although field measurements have been undertakedebglopers, this does not cover the
entire PFOW region, and the alternative is to em@asophisticated numerical model for

resource estimation. When a numerical model is tmetthe resource prediction purpose, the
model has to be properly calibrated and validatefdre any longer term prediction can be

performed. The objective of the calibration exexdsto select appropriate input parameters
that would yield numerical output that is compaeald the measurement data. More
importantly, model’s calibration for any 3D simudats is a laborious process as several
additional input parameters need to be consideredmparison to 2D models, and one such

exercise is presented in this paper.

Several numerical models, both 2D depth-averagedd3ih models, have been utilised for
hydrodynamics, morphodynamics and resource assassstiglies in the Pentland Firth.
Chatzirodou and Karunarathna [6] employed a 3D mimdstudy the impacts of tidal energy
extraction on sea bed morphology using the opercedbelft3D software, where they found
that locations favoured for tidal energy extractigore. the Inner Sound channel) lie in
proximity to highly sensitive sand and gravel defsosBaston et al. [7] also utilised the
Delft3D model to analyse the sensitivity of theeddtpic and k-epsilon turbulence closure
models, and concluded that although the models able to satisfactorily reproduce the
shape of the vertical current profile, further dalion was required to provide a more

‘statistically accurate’ assessment on the verticiation of current at the testing sites.
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Venugopal and Nemalidinne [8] on the other handlube commercial software, MIKE 21
and MIKE 3 to perform a 3D hydrodynamics simulatafrcombined wave and tidal flow in
this area, where the coupled model yielded highetation coefficients, and were able to
provide a good match with ADCP measurements aemdifft depths, despite using default
values for most of the flow parameters. Easton.dBaalso explored the flow dynamics at
this location using the MIKE 21 2D hydrodynamicsdab Using the quadratic friction law
to calculate the energy dissipation, Easton etl@nonstrated that the mean rate of energy
dissipation over two consecutive spring-neap tdalles in this region to be close to 5.24
GW, which agrees well with the 5.62 GW net enetgy talculated across the boundaries of

the Pentland Firth.

Another 3D model, Stanford Unstructured Non-hydatist Terrain-following Adaptive
Navier-Stokes Simulator (SUNTANS) was employed bwst®n and Harris [10] in
investigating the complex flow characteristic a #entland Firth, although the scope of this
study was limited to the sensitivity analysis o thottom friction coefficient. Furthermore, a
discontinuous Galerkin, depth-averaged ADCIRC niraémodel was applied by Adcock et
al. [11] to explore the maximum extractable powar tidal stream resources, in which the
actuator disc concept was used to model the effactarbines on the flow. Bowyer and
Marchi [12] meanwhile constructed a depth-averagedel of the Princeton Ocean Model
(POM) to inspect the influence of Tidal Energy Certer (TEC) and wind on the residual
flows in the channel, and concluded that the itetiah of large scale TECs in arrays may
influence the residual circulation and possiblyr@ase tracer (i.e. sediments or particles)
deposits within the channel. Finally, Telemac2D waed by Ortiz et al. [13] to present an
approach in estimating the resources in the Pahffanth, where their results demonstrated

how an oversized tidal farm may produce less poger to reduced incoming current
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velocities. The study by Ortiz et al. further hights the need to comprehend the overall
effects of tidal arrays and the inherent momentunkss rather than just relying on the energy

potential calculated from an undisturbed site eatadun.

From literature, it appears that the influence DfiBput parameters such as bottom friction,
turbulence, eddy, and boundary forcing on the nicakmodels are yet to be thoroughly
explored, discussed, and understood, especiallyhtoiTelemac3D. Moreover, most of the
studies conducted in this region were completedgugD depth averaged models, where the
velocity across the water column cannot be acclyrptedicted. Although 3D models require
more computational power to run, they are ablertivide additional insights on the flow
characteristic that are not possible with the 2Ddet®, such as the turbulence component in
the vertical direction, which is important to acobtor fluid mixing behind the turbines and
dissipation of energy from the flow. Hence, thepgmse of this paper is neither to examine
the available resources in PFOW region nor to idyce a resource map, as extensive studies
on this subject has been conducted before, butsjeect how the values of selected model
input parameters affect the results. Furthermoneesthe accuracy of any numerical models
are greatly dependent on open boundary conditionqmyt parameters and the numerical
scheme, this paper is focused on applying apprepn@ethodology in investigating the
critical parameters which are known to influence dutput of 3D flow models. The novelties
of this study can then be summarised as followsstllyj the suitability of several input
parameters for the Telemac3D model is explored;esio the authors’ knowledge, no 3D
studies are yet to be conducted in this regiongudiiis software. Secondly, the predicted
output from two distinct numerical models — TeleBiad14] which is a finite element based
numerical model, and Delft3D [15], which is a fandlifference based model employing only

the structured grid — are investigated and analysed
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Emphasis on the technique in constructing the 3dsional tidal model for the Pentland
Firth is presented and elaborated in the followsegtion. It is also in the authors’ interest to
explore the influence of the chosen parametererflow models, to see which of the two
software is more adaptable and able to produce ratecuinumerical output (i.e. upon
comparison with the measurement data). Apart fromdacting the parametric study on the
sensitivity of the parameters utilised for both mlgdthis paper is also motivated by the need
to comprehend the limitations and shortcomingshaf two numerical software. What is
more, this study presents the preliminary analgsibe efficiency of both models to produce
accurate 3D flow characteristics, as the next stdghis research would involve inserting
tidal turbines into the numerical models. It is Bdghat this work will serve as a guideline

for developing a 3D tidal model for this region dmylising the methodology presented.

2 Mode Description

21 Telemac3D Modél

Telemac3D is a finite element model that solves Nlawier Stokes equations with a free
surface, along with the advection-diffusion equadicof salinity, temperature and other
parameters. This model was developed by the Nadtiéhalraulic and Environment
Laboratory (LNHE), a research and development umniter the Electricité de France (EDF)
and has been made open source since July 201thunherical scheme is also comprised of
the wind stress, heat exchange with the atmosptiensjty and Coriolis effects. The 3D flow

simulation (with hydrostatic assumption) is cal¢ethby solving the following equations:

ou oV ow
=0

= 1
6x+6y+az (1)
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oU U dU U dZ, (2)

E-l—Ua-I—V@-I-WE:—gax-I-UA(U)-I-Fx
6V+U6V+V8V+W8V— aZS+ A(V) +F (3)
o U TV TWo = T95, TrAM +E

whereU, V andW are the three-dimensional components of the \gloai is velocity and
tracer diffusion coefficiently, andF, are the source terms is the bottom depth, arglis
the acceleration of the gravity. The vertical vélpds then derived from the continuity

equation, and the hydrostatic pressure is given as:

“Ap (4)
P = Patm+pog(zs_z)+pogj p_dZ
z

(o]

where p, is the reference density, is the vertical space component, aRg,, is the
atmospheric pressure. The second term on the hghtd-side takes into account the
buoyancy effects due to temperature and salinityaddition, Telemac3D also solves the

advection-diffusion equation in non-conservativerfdor a scalar quantityf;:

v v w A + (5)
at " Cox oy oz ' ¢

In this equation,T is passive or active tracer (salinity), a@dis the tracer source of sink.
Telemac3D offers the choice of using either therbgthtic or the non-hydrostatic pressure
code. The hydrostatic pressure code simplifiesséracal velocity W) assumption, ignoring
the diffusion, advection and other terms. Thus,pfessure at a point is the sum of weight of
the water column and the atmospheric pressure atsthrface. Conversely, the non-
hydrostatic option solves the vertical velocity atjon with the additional gravity term, and

7
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is more computationally intensive. Elaboration bedretical aspects of Telemac3D can be

found in these articles [16], [17], [18].

Telemac3D uses the same unstructured mesh as thmo2Bl in the horizontal direction.
Grids composing of triangular facets of diverseesizand forms enable accurate
representation of complex topography within theoha&son of the elements. More
importantly, the non-structured mesh offers unpaled flexibility against the structured
grid, in which the grid density can be effortlessbntrolled to adapt to specific applications
and geometries. A more refined mesh geometry iallysapplied in areas of special interest
(e.g. complex coastlines, river channels and entanks), while the low resolution grid is
used in locations where details are not demandéds B essential in maximising the
computational efficiency. In addition, variabledkmess can also be applied in the vertical
direction of the whole computational domain, depegdon the required grid resolution.
Several options for vertical layer mesh transforamatare available in Telemac3D. In this

study, the terrain following sigma)transformation is implemented.

2.2 Telemac3D Modd Set-up

Figure 2 illustrates the development proceduregmerating a Telemac3D model. The pre-
processing was performed using the Blue Kenue Hf] Fudaa PrePro (Fudaa) [20]
software, which are both open source. Blue Kenam iadvanced pre and pro-processing tool
developed by the National Research Council Canadad&ta preparation, analysis and
visualisation for numerical modelling. Fudaa, oa tther hand, is a tool for preparing a flow
study (i.e. the steering file) developed by thetitate for Maritime and Inland Waterways
(CETMEF) France. Telemac3D requires three inpessfitthe geometry file which contains

the information of the model mesh, the boundaryddan file which describes the boundary
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condition of the domain, and finally the steerinige fthat describes the simulation
configuration. The first two files can be generabgdusing Blue Kenue, while the latter is

created using Fudaa.

The boundary condition file describes the domabodsndary, in which time varying values
(e.g. velocity, water depth and flow rate) can Ipecefied [16], while the bathymetry
information is stored in the geometry file. Theuld or solid (default) boundaries of the
model must also be defined during the pre-procgs§ionversely, the steering file contains a
list of keywords that are crucial for executing gwmaulation. It is imperative to highlight that
the Telemac3D uses a library that is distinctivenfrthe Telemac2D in generating the
steering file, which contains the selections of patational options (physical, numerical and
general parameters). More importantly, the geomatiy boundary conditions file generated

from the Blue Kenue are requested upon the creafiamew steering file.

The geometry used in the Telemac3D domain was eedtjfiom the World Vector Shoreline
database, available from the shoreline toolbokxeDelft Dashboard [15]. Alternatively, the
GEODAS coastline extractor from the National Oceamnd Atmospheric Administration
(NOAA) [21] can be utilised in procuring the geomyefor the domain. The geometry
acquired using the GEODAS tool uses Cartesian aoate] and thus requires conversion to
the Universal Transverse Mercator (UTM) coordingystem as Fudaa can only accept the
latter coordinate system. In contrast, the shozebrtracted from the Delft Dashboard is
readily available in the UTM system when the appaip study zone is selected beforehand,

along with the WGS 84 ellipsoid datum.
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Upon importing the geometry into the Blue Kenues imperative that the geometry lines are
resampled before the mesh is generated. The pufosesampling the lines is to allow
smooth distribution of the geometry points, whighwital in producing a uniform and
consistent mesh distribution for the domain. Theanepling exercise is also intended in
reducing the possibility of having too many poiar®und the nodes. Apart from that, the
resampling also helps to produce nearly constaatsain adjacent triangles. In the process of
resampling, it is possible that the profile of ttwastline will be altered, and attention must be
paid in this regard to keep the shape as closerigpnal coastline. Telemac3D system
requires that the maximum number of points or el@smaround a node in the mesh to be less
than 10. Three resampling methods are offered ure Blenue; the maximum distance method
ensures that the distance between points do needxthe intended value; the equal distance
option allow the lines to be redrawn with equaltahse between each point; and finally the
segment count method will either increase or deerédhe number of vertices on the lines

based on the value specified by the user.

The size of the elements at the area of interesttfie Pentland Firth channel) was set to a
minimum distance of 200 m. Elsewhere in the domtir, edge length of the mesh was
assigned to 3000 m. The edge growth ratio, whichesparameter that defines the maximum
ratio between the lengths of edges at a given nods, set to the default value of 1.2.
Furthermore, in an attempt to improve the numercauracy and to establish a fixed node
within the mesh, three hard points (50 m edge lngtre used as the monitoring points at
the ADCPs location. The 50 m grid size imposed @adothe fixed nodes was deemed
sufficient to properly capture the flow propagatioear the monitoring points. Figure 3
shows the computational domain that was generatedse with the Telemac3D model. The

domain contains 285747 nodes (inclusive of nodeghm vertical layers) and 497230

10
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elements, with 10 equidistant sigma layers in tedical direction, which was sufficient to
represent the approximate depth where measuremenesavailable. Additionally, the time
step was set to 10 min, which was estimated usiaghown information (i.e. smallest mesh
size, and the highest mean velocity in the study)ato meet the Courant Friedrichs Lewy

(CFL) stability criterion.

For Telemac3D simulation, two sets of bathymetratadwith distinctive resolution were
inspected. The first was GEBCO 08 [22], a contirsu¢errain model for ocean and land
bathymetry with a spatial resolution of 30 arc $&0 This database can be extracted by
using either the GEBCO Grid Display Software [28from the Bathymetry’s toolbox in the
Delft Dashboard, both of which are available f@ef The second set of the bathymetric data
utilised in this study was provided by the Terawatihsortium, with a higher spatial
resolution of 20 meters where the measurements axagable. This bathymetric database
was then combined and interpolated with the GEB@@a do provide a comprehensive
coverage of the PFOW region. Open boundaries witsgoibed depth (H) were applied to
the liquid segment on the five sides of the donfgigure 3), where the prescribed depth with
free tracer (i.e. input from temperature and siliare not considered) was used to supply the
forcing required to drive the flow through the domaThe tidal harmonic database was
derived from the Oregon State University (OSU) T@HEoseidon Global Inverse Solution
(TPXO), with a spatial resolution of 0.2% 0.25. The database acquired is for the sea
surface elevation, and consist of the followingnhanic database; eight primary (M2, S2,
N2, K2, K1, O1, P1, Q1), two long periods (Mf, Mraihd 3 non-linear (M4, MS4, MN4)
constituents. The open boundaries were set torlaemMay from the area of interest in order to
reduce their influence on the solution and alsentoimise numerical stability that might

develop at the boundaries.

11
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2.2.1 Boundary Conditionsfor Telemac3D

For the initial boundary conditions, both the TPX@ellite altimetry and constant elevation
options have been put to the test and demonstiiad the pair are suitable for this
application. The model simulation wrap-up time veas$ to three days before the intended
comparison against the measured data to allowhercomputation to achieve numerical
stability, and the simulation period was set tod#fys [24]. ‘Tidal flat' keyword was also
activated in this study to take into account theaarthat are periodically wet and dry during
high and low tide respectively since the monitorppmnts were located very close to the
islands of Swona and Stroma of the Pentland Fiitie. choice of the numerical and physical
parameters used in the models will be presenteddaudissed in section 3. Meteorological
input (e.g. wave and wind), along with density &mahperature variation were not applied as
their influence on the model output was expectedadower than the astronomical forcing.
Furthermore, since the computational domain geeérar Telemac3D models was not large
enough for the Coriolis force to influence the canapion, the models were run without the
Coriolis effect. In addition to that, the defaultdnostatic code was applied for all models as
no substantial differences were observed when usiagnore computationally demanding
non-hydrostatic version. The U and V-horizontaloe#ly components, along with the water

elevation were set as the 3D output variablesherTielemac3D model.

2.3 Dé€ft3D Modd

Delft3D is a finite difference modelling suite déwged by the Deltares, and consists of the
flow, morphology, water quality and wave module§][2t applies the shallow water and
Boussinesq assumptions to solve the Navier-Stokpmt®ens, for both two and three

dimensions. The numerical scheme then solves th&inoity equation, momentum

12
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equations, the advection-diffusion transport equnestj and turbulence model. The system of

equations for the three-dimensional flow modelagéollow:

8¢ S[C+adU] [ +ayV] (©)
— + + =S

ot ox Sy

85U 85U SU | wéU - _1 L2 (p, Y !
§+U§+V§+;g—fV— pon+Fx+M’C+h260(v”60) )
sV sV &V  wév _ _1 10 (y, Y 8
E"‘UE-}_V@-}_FE fU = poPy+Fy+My+h26a(v”60) 8)

whereS is the term due to water discharge or withdrawedgipitation and evaporation per
unit area( is the water leveld is the water depth in respect to a reference I@rel the term
(¢ + d) refers to the total water depthj, is the Coriolis parametet) and V are the
horizontal velocity components is the vertical velocity component for sigma cooade,
F.and F, are the horizontal Reynold’s stresses,refers to the eddy viscosity in vertical
direction,P, andP, are the horizontal pressure term from BoussinesgraptionM, andM,,

are the source or sink terms, gnds the reference density.

2.4 Delft3D Model Set-up

A three-dimensional Delft3D flow model, with the Mersal Transverse Mercator (UTM)
coordinate system was constructed using the Daléhboard (DDB). It consists of structured
computational grids that covered the whole Orkrsggnids in the north of Scotland, as shown
in Figure 4, from 124° W — 4 34° W and 58 18’ N — 59 37’ N. Delft3D offers the choice
of botho (sigma) and th&-coordinate for generating the vertical layershe 8D model. The

o layer is known for providing accurate representatof the bathymetry, and uses less
computational resources since it is a terrain Yoilhg model. On the contrary, the Z

coordinate varies in space and generates a switager boundary. The option of using

13
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eitherc or Z layer grids is problem dependent. The terfaliowing ¢ layer was employed in
this study since it is more suitable in modellifge tphysical processes near the bottom
boundary layer [26]. Nonetheless, the distributbthec layer for the Delft3D model differs
to the Telemac3D. Vertical distribution of the Q8D layers begin at the water surface,
while for Telemac3D it starts from the ocean flodext, as with the Telemac3D model, the
TPXO 7.2 database and GEBCO 08 were applied dsaimedary conditions and bathymetry

for the computational domain.

Domain decomposition, which allows for local grefinement in both horizontal and vertical
direction, was applied to increase the resolutioih@ area of interest and also to enhance the
simulation accuracy. Using this method, domains t@ave independent vertical grid
refinement, which is not possible when using ngsfv]. Moreover, nesting technique is a
one way coupling, in which there is no interactimiween the domains. Nine domains were
created for this work, with the largest grid resioln at 3000 m spacing for the outer domain
that acts as the open boundary for the model. Afhonot apparent from Figure 4, two
additional domains were assigned at each of theethronitoring points to allow for finer
grid resolution at the measurement area. The mesblution was then reduced to 1000 m
grid for the domain that covered the Orkney Islafidee grid was further decreased to 200 m
spacing specifically for the domain that covered Bentland Firth. As for the monitoring
stations, where the Acoustic Doppler Current Peof((ADCP) is located, a more refined
mesh resolution of 22 m was employed so that the firopagation near the point of interests
can be properly captured. It is also strongly rec@mded to employ a maximum horizontal
refinement of 1 to 5 to allow gradual transitiorivieeen resolutions and avert abrupt velocity
change, which may cause instability in the modelrtifermore, since Delft3D uses a

structured grid, the monitoring points will be laetcentre of the cell. This requires the use of
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multiple domains to ensure smooth grid transitiand fine mesh density are achieved at the
monitoring locations so that the distance betwé&ennonitoring and measurement points is
not too great. Nevertheless, the use of multipialo decomposition in Delft3D should be

approached with caution. Aside from the suggesthl mumber grid refinement, users are
also recommended not to place the domain boundaaysteep area to avoid potential errors

caused by the large differences in depth at thecadf cells.

Since the use of domain decomposition requirethalldomain to be connected, it proves to
be a hindrance especially with the presence of tengeometries and countless islands in
the computational domain. Hence, an appropriatehnaesnsity needs to be meticulously
selected so that it embraces the small islandsatagtexist in the domain, and more crucially
the grid should also be able to characterize tlyesenetries accurately. For the purpose of
this study, 10 sigma vertical layers were applipdcsically to the grid that covers the
Pentland Firth, while the 3000 m and 1000 m grigcgpg that covers the outer domain were
set to one layer (i.e. a combination of 2D outedsalavith a 3D high resolution model). This
approach was implemented to optimise the compualti@sources. The Delft3D model was
run with a time step of 0.1 min to satisfy the Gééndition, which should not exceed a value
of ten [26]. Similar to the Telemac3D model, onstranomic forcing were included in this
simulation, and default physical and numerical peaters were applied. Threshold depth was
set to 0.2 m, above which the grid cell is set & during calculation, and k-epsilon was
chosen to model the 3D turbulence. As with the Mae3D, the simulation period was set to
35 days and the models were run without the Carigfiiect. The outputs extracted from the

model were the water elevation and the U and Vzooitial velocity components.
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2.4.1 Boundary Conditionsfor Delft3D

As displayed in Figure 4, the Delft3D domain cotssisf four open boundaries: North, East,
South, and West. The influence of the boundaryifigron Delft3D computational domain
for this region has been investigated by Rahman\émugopal [28], and the use of water
level forcing at all open boundaries has been megdor the flow model at the Pentland
Firth. In situ measurement data is critical for alimerical modelling in order to give
credence to the model output. Acoustic Doppler €ntriProfiler (ADCP) data supplied by
the EPSRC Terawatt project [29] is used to validhte numerical models at three sites.
Nonetheless, any errors or uncertainties that neagrésent in the ADCP data are not known
to the authors, and it is assumed that the providedsurement data has undergone quality
control procedure. ADCP data is very useful for [3@irodynamics modelling as it supplies
data on flow velocities throughout the water coluniihe locations of these devices at the
Pentland Firth are given in Figure 1. The acquolath offered a measurement time step of
every 10 min at 4 m intervals through the watermugol, with the deepest measurement

approximately 5 m above the ocean floor. Detailtheffield data are given in Table I.

Water surface elevation measurement can be obtamaetidal gauges. Delft3D Dashboard
software incorporates a worldwide tide stationsablase, together with the stations’
astronomical components within the software’s stiion toolbox. It is worth noting that the
measurement data available from the tide statiomdude both astronomical and
meteorological input, while the general modelsiséd in this study only consider the

astronomical input.

The first step in validating the numerical modelkascompare the predicted water surface

elevation with the available tidal gauge databasethe computational domain. This
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procedure was performed to check the suitabilitythed chosen boundary conditions in
simulating the hydrodynamics of the study. The cangon of the water surface elevation
between the Telemac3D model and measured data eaducted at two tidal gauges;
Scrabster IHO and Wick IHO. Figure 5 produced frdre Telemac3D model shows an
excellent comparison of the water elevation betwtden model output and the two tidal
gauges. The comparisons shown here covered a guligstidal cycle from 16/09/01-

26/09/01, and demonstrated that the open boundinytiee prescribed water level forcing is
highly suitable for the hydrodynamics applicatiom this computational domain. The

simulations were also run for 35 days.

For Delft3D calibration, following the proceduret 8/ Rahman and Venugopal [28], two
different models were created as part of the catiitan process to inspect the influence of the
boundary on the computational domain, as summairs@&able Il. The first model (denoted
as Mix BC) employed a mixture of current and wdexel forcing for the boundaries, in
which the current boundary condition was set fdy ¢dhe west segment. On the other hand,

the second model (denoted as Water Level BC) usgerwevel for all four open boundaries.

As with Telemac3D, water elevations from the Déft®odels were compared with the tidal
gauges at Wick IHO and Sule Skerry IHO and areesgnted in Figure 6. As evident from
this figure, the predicted water surface elevatising the mix boundary (Mix BC) shows
poor correlation against the tidal gauges at bottations, indicating that this boundary
condition is ill-suited for this application andgren. Two possible reasons may contribute to
this observation. Firstly, it could be due to timahility of the current data from the tidal
global model to be accurately resolved in the akatudy due to the huge interval (i.e.

3000m) between the nodes along the open bounddthyough refining the grid density of
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the outer domain may improve the numerical outpubhe Mix BC model, it is not within the

scope of the present study. Secondly, currents alsy be affected by waves and other
oceanography processes. Since the present studyticbnsider the influence of waves, it
might be plausible that the poor result shown by Etix BC model was caused by the
absence of wave propagation at the open bound&rteshe other hand, the Water Level BC
model displayed an excellent match with the measula@a at the two sites, since water
elevation is highly predictable. The influence bk tselected boundaries on the model’s

hydrodynamics will be presented in the followingtsen.

3  Senditivity analysison Telemac3D models

Several sets of performance indices were utilisedomparing the measured data with the
numerical models. Pearson’s correlation coeffigienis a measure of the strength of the
linear relationship between two data sets. Awalue closer to 1.0 indicates a strong
relationship between variables. The difference betwpredicted and observed values can be
evaluated using Root Mean Square Err@MEE, where a smaller value indicates good
model performance. In addition to this, scattereindSl), which is the root mean square

difference between the model and the mean of #ie fiata, was used in the analysis.

The general set up for the Telemac3D model usdfisnstudy was as follows: the law of
bottom friction was set to the Chezy formulatiohe tcoefficient for both horizontal and
vertical diffusion of velocities were set to thefaldt value of 1.0x18; the Coriolis force

was not included in the model; the time step ferdhtput file was set at 10 min interval; and
the mixing length model using the Prandtl’s theamng the constant viscosity (default option)

were set as the vertical and horizontal turbulenoéels respectively. The results were then

18



437

438

439

440

441

442

443

444

445

446

447

448

449

450

451

452

453

454

455

456

457

458

459

460

461

compared at three different depths; near the watdace (7 m), at the middle of the water

column (39 m) and close to the ocean floor (65 nmj1

3.1 Bottom roughness

Bottom friction has proven to be an important aeds#tive parameter in tidal modelling.
Several drag coefficients, Cd, have been suggdstatie Pentland Firth model by previous
studies. Salter [30] has proposed a value of 0.0&8&d on the paper by Campbell et al.
[31], while Baston et al. [7] used a roughness @abf 0.0025 for their 3D models.
Chatzirodou and Karunarathna [6] on the other haiided a constant Chezy value of 50 in
their study. Nevertheless, the optimal roughnessevéor the study area using Telemac3D
models was found to be 0.005 (Rahman and Venud@pl, which is consistent with the
one proposed by Easton et al. [11] who used the BMIKL model. Telemac3D offers
numerous friction laws to be used for the flow mopdamely Haaland, Chezy, Strickler,
Manning and Nikuradse [32]. Nonetheless, three teosChezy values of 44, 63 and 34
which corresponded to bed friction of Cd = 0.008,£0.0025, Cd = 0.086 were tested for

this comparative study.

Figures 7 and 8 show the comparison of severalmoesgs values as proposed in the literature
against the measured ADCP data, for both the U\andlocity components at the three
sites. The figures display the results obtainednduthe spring tide from 16 - 21/09/2001 for
Site 1 and Site 3, and 21 - 26/09/2001 for Siten2esthe available field data for this location
starts from 19 September 2001. Although the redattboth neap and spring tidal cycle are
available, only the spring tide outputs are showrelfor clarity. Note that that the neap tide

results also produced excellent comparison agtirstheasurement data.
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Figure 9 displays the scatter plots and performand&es (obtained from the same data
presented in Figures 7 and 8) for the three betidns coefficients inspected in this study. It
can be seen from the performance indices in FiQufeat Cd = 0.005 consistently produced
the highest r values, the lowesMSEandSI values amongst the roughness values, indicating
great correlation between the predicted and medsuatues. Nonetheless, although the
predicted velocity using Chezy 44 (corresponds do=(.005) yielded excellent comparison
against the measurement data for the three mamit@oints, random scatters were apparent
for Site 1 as displayed in Figures 8 and 9. Furthgpection reveals that this was caused by
the random fluctuation in the V-velocity componanthis site. Also this could be due to the
fact that the predominant flow is in U-componentediion. Complex turbulence and large
eddy circulation, due to the uneven bed structurhis region, could have been attributed as
possible causes of this phenomenon, in which tledsyatic solver utilised in this study may
not have been able to sufficiently resolve the ulebce fluctuations. These results are
essentially similar to the one produced by Venug@pal Nemalidinne [8] who used the
MIKE 3 model, where high and erratic V-velocity dtuations were also demonstrated by the

ADCP data at Site 1.

3.2 Bathymetric Input

The accuracy of a tidal model is highly influendegl the quality of the bathymetry input

[33]. Bathymetry data provides the depths and toggany of the underwater terrain, and the
term resolution is used to describe the level ©figttails. Obtaining detailed bathymetry and
topographical information can be potentially vepensive, although a number of free
database are available. A comparative study betweerdifferent sets of bathymetric data
was conducted to examine the impact they may hawé¢he numerical model. The first

bathymetry was from the GEBCO 08 with a spatiabl@son of 30 arc seconds, and the
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second was a high 20-meter-resolution dataset imaplpy the Terawatt project. Interestingly,
no noticeable differences (in terms of the predioctelocity) are observed between the two
bathymetric data at the three monitoring statiddswever, it is worth highlighting, that

detailed bathymetry is crucial when turbines areorporated in the simulation as it may

influence the hydrodynamics in the region wheredééces are deployed.

3.3 Nikuradseroughnessformula

The pioneering work on understanding the effeabofjhness on pressure drop was done by
Nikuradse [34] who carried out experiments on flfimv in smooth and rough pipes. His
study demonstrated that the characteristics offribBon factor were different for laminar
and turbulent flow. In the laminar region, the rbogss was shown to have very little
influence, however in the turbulent region, rougim@layed a major role. In numerical
modelling, Nikuradse roughness has been used ie sbithe flow models (e.g. MIKE 3) and
the influence of this parameter has also beendesith Telemac3D. Three models with
distinct roughness values were tested using tharbldse formula, as presented in Figure 10.
Friction coefficient of 0.001 (smooth mud), 0.1dah0 (sand) using the Nikuradse formula
were simulated, which produced scatter plots thatewather poor. The models severely
underestimated the current speed at Site 1 and3SieeRMSEvalue as high as 1.49 was
observed at Site 1. Reasonable performance inchoggver, were observed at Site 2 though
the models again under predicted the current speed the sea bed. Overall, the use of
Nikuradse roughness formula for the bed frictiosuteed in substantial velocity reduction

against the ADCP data.

These results seem to infer that the general ngalephysical or general parameters applied

to the models are not compatible with the Nikuraaseghness option. In contrast with the
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Chezy and Manning bed friction, Nikuradse formutsianes a logarithmic profile near the
bottom, and thus some refinement is needed foveneal layers. Since this work employed
the equidistant layer, it then seems plausible that law of bottom friction using the

Nikuradse formula is not compatible with the model.contrast, Strickler-based equations
such as the Manning and Chezy roughness formuéamare suited for models applying the

equidistant layer.

3.4 Horizontal Turbulence Model

Telemac3D offers four options in defining the hontal turbulence model, namely constant
viscosity, the k-epsilon model, Smagorinsky ando alse k-omega model. Two of the
turbulence models, the constant viscosity and theadgerinsky, were applied to the
Telemac3D models to assess their influence on lthe. fThe constant viscosity (default
option in Telemac3D system) is the simplest turbcde model, and prescribes constant
turbulent viscosities (both in the vertical andihontal direction) throughout the domain.
The Smagorinsky model, on the other hand, is recenad®d for simulations that involve
highly non-linear flow. In both cases, the coe#iui for both horizontal and vertical diffusion
of velocities were set to their default value ol@R A comparative study conducted on the
two horizontal turbulence models indicated thatehgere no apparent differences between
the two outputs. It may be reasonable to assumdhhbé&low in the Pentland Firth is highly
turbulent and non-linear since the use of Smagkyimaodel matched the measured data
well. Aside from that, the attempt to use k-epsitoadel in this study was unsuccessful and

will be explored in future work.

Next, the influence of the viscosity coefficientsasvinvestigated, where the selected

coefficient values were expected to have some anffte on the eddies and recirculation.
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These parameters are used to control the sizeha ©f the recirculation of eddies, where
small size eddies can be dissipated using a smefficient, while large sized recirculation
can be reduced using a higher coefficient valug. [Ibree values (k = 1x10(default), k =
0.01, k = 1), for the coefficient for horizontalffdsion of velocities, were selected and
applied for the model using the constant viscosighough not shown in this paper, the
performance indices from this exercise suggestatttie models are unaffected by the value
of the horizontal viscosity coefficients, whichdgemewhat unexpected. This result seems to
imply that the three coefficient values utilisedtli® models may have greatly dissipated the
eddies to be smaller than a two mesh cell [16]icatthg the presence of a highly turbulent

flow in the area.

3.5 Vertical Turbulence Mode

There are four models to choose from upon seledireg mixing length as the vertical

turbulence model; the Prandtl model (default vaiseyuited for barotropic simulation such
as tidal flows; Nezu and Nakagawa; and also QuemtthTsanis models, which offer a good
representation of wind drift. All four mixing lerftytmodels were investigated in this study,
where the models were coupled together with cohsianosity and also Smagorinsky as the
horizontal turbulence models. It is interestingsie that the four mixing length models
compare well against each other, and the differebewveen the models are almost
negligible. Furthermore, the use of either the tamsviscosity or the Smagorinsky option as
the horizontal turbulence model shows no noticeatflaence on the output, which agrees

well with previous finding in section 3.4.
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4  Parametric Study on Delft3D models

For the Delft3D model setup, WGS 84 / UTM zone 30&& set as the coordinate system and
GEBCO 08 bathymetry was employed. The roughnessidiar was set to the Chezy
formulation unless stated otherwise, and defadllesawere utilised for both the horizontal
and vertical viscosity and diffusivity. Next, thestory time step of 10 min was applied while
the meteorological input was not considered. Thaulte were then compared at three
different depths, the same as for the Telemac3Demedy. near the water surface (7 m), at
the middle of the water column (39 m) and closehe ocean floor (65 m-71 m). The
parametric study of the turbulence closure moda ma@ performed since it had been studied

by Baston et al. [7].

4.1 Bottom roughness

Under the physical parameters tab in the Delft3DsHbaard, several options for the
roughness formula are available, which are the MapnWVhite-Colebrook, Chezy and,.Z
Chezy was selected as the default roughness forandaapplied to the Delft3D models.
Apart from the bed friction values employed prewgiyufor the Telemac3D models, an
additional roughness coefficient, shown here inl@alb, was tested to examine its influence
on the output since Delft3D allows for variable gbuess coefficient to be applied for the U
and V-velocity components. Model-Water Level BQ(fr Table II) was used in this setup.
Figure 11 and 12 illustrate the U and V-velocityngmnents of the applied roughness values
when compared against the measured data, whilee Tellgbresents the performance indices
of the bed friction values (obtained from the satata) tested on the Delft3D model. At Site
1, a highRMSEvalue and very low correlation coefficient can deen from performance
indices, though high V-velocity fluctuation was rdtited to the poor results. Site 2,

nonetheless, showed a better comparison whererhigitues were observed at all depths.
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Overall, it can then be concluded that Cd = 0.008Bezy 34) is the optimal bed friction
value to be applied for the Delft3D flow model finis study area, based on the calculated
performance indices. However, it is compellingee ghat this result appears to contradict the
values proposed by both Baston et al. [7] and Qioalau and Karunarathna [6], where lower
bed friction coefficients of Cd = 0.0025 and const&€hezy value of 50 were applied
respectively in each of their studies using the esamamerical software. These differences
could be due to the size of the domain and alsondeh resolution that were utilised in their
models. For instance, Baston et al. employed af-shale domain that was significantly
larger than the one used in this study, along waifimer grid density (2km x 2km) for the

outer region.

4.2 Boundary Forcing

Most flow models would apply either the Water LegelCurrent, or the combination of both
as the boundary forcing. In addition to that, thiection coefficient, alpha, should be chosen
so that they are sufficiently large enough to dahgshort waves introduced at the start of
the simulation. An alpha value of 1000 was apptethe model to reduce reflections at the
open boundaries, and the wave from propagating lveockthe domain as a disturbandée
influence of the boundary forcing on the domain waamined using two models (Mix BC
and Water Level BC) with distinctive open boundarés presented in Section 2.4.1. The
validation process demonstrated that Water LevelnBétlel showed excellent comparison
for the water surface elevation against the tidalggs, and thus considered as the suitable
boundary forcing for this model. Nonetheless, taggrmance indices calculated in Table V
have generated some interesting observations ®orctinrent speed using the two models
(with Cd = 0.0086). At Site 1 and Site 3, Mix BC deb showed slightly better agreement

with r, RMSEand Sl values compared to Water Level BC model for theg¢hdepths. Then
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for Site 2, the values for both models are very close to one amnpthhile theRMSEandSl

for Water level BC model are slightly better thaixNBC model. The results seem to imply
that there is not much difference between the tvaolets when direct velocity comparison
are conducted. However, as noticed from the caldwgrocedure in Section 2.4.1, the all
water level boundary forcing showed the best fdiast tidal gauges, and thus best suited for
hydrodynamics modelling in this region. It is ewtefrom this analysis that proper
calibration and validation are essential in prodga flow model that is both robust and also

accurate.

4.3 Bottom Friction Modelling by Manning and Chezy Formula

As with Telemac3D, two of the most commonly useahfalation for the bottom roughness,
Chezy and Manning were examined to inspect thdluence on the numerical model.
Constant Chezy and Manning roughness values ofi3%st) and 0.06 (™) respectively,
both of which both corresponded to Cd = 0.0086, ewatilised for this comparison.
Interestingly, Table VI shows contrasting outputtween the two models, where the
computed performance indices for the Manning foamére found to be considerably lower
than the Chezy. The Chezy model outperformed thening’s at all sites and depths, where
large scatter was apparent for the Manning outdoteover, although both Telemac3D and
Delft3D use the same equation in calculating the fioetion, only Telemac3D shows good
agreement in result for both Chezy and Manning tdation. The reason for this observation
is not very clear to the authors. In order to wetiife scatter plots, the velocity components of
both models at the mid water column (depth = 3%ra)presented in Figure 13. It can clearly
be seen from the figure that even though the viedscwere in phase, the Manning formula
somehow produced a noticeably higher amplitude ¢batained double peaks. In an effort

to prove that the result is not due to the misdaten or error in modelling, another set of
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performance indices for the model using the vaegablughness values (as shown in Table
lIl) are presented in Table VII. Despite using Hedent bed coefficient, once again the same
occurrence was noticed for the model utilising k@nning formula. It could be speculated
that the Manning roughness formula is not suitdablde used in this location under the
current setting. Extensive calibration is thereforghly recommended before the Manning

roughness formula is applied to the Delft3D flowdabfor this region.

5 Discussion

As noted above, the results from both Telemac3D Ralft3D models illustrate that the
physical and numerical parameters used for the lattons worked well. The use of
unstructured mesh for the Telemac3D offers an &etool for users to accurately model
the domain geometries. Delft3D on the other hardrefan easy to use interface to create
and run a model. However, there are some inhenaitations with the current release of
Delft3D Dashboard (e.g. choice of unstructured meshrrently the option of Flexible Mesh
is yet to be made open source in Delft3D, and tileess are resigned to using a structured
mesh for their model. As discussed in previousieest a structured mesh posed a problem
in representing geometry with complex coastlinesm@lwith the presence of islands in the
domain. Nonetheless, since the area of intereshisnstudy is significantly deep, and the
models are run without the waves input, the shoeethay have little to no influence on the
predicted model output. Besides, the option forgutgl, numerical and general parameters
offered in the Dashboard are also not as exteresviéhe Telemac3D module. Nonetheless,
data extraction for Delft3D model is extremely easy fast, since the use of monitoring

points eliminate the need to store data for allpbiats in the domain.
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Although several hydrodynamics studies have beer @b the Pentland Firth using various
numerical models, detailed model set up and thanpetric analysis were neither shown nor
properly discussed. Due to that reason, this waak wonducted to explore the influence of
key parameters such as the boundary forcing andhrass formula on the model. In
essence, although both Telemac3D and Delft3D pretiuexcellent agreement with the
measured data, some variations are still to beaageBoth Telemac3D and Delft3D flow
models used here only considered astronomic fordmgontrast, the ADCP data includes
both the astronomical and meteorological phenomenéuture work, meteorological input
shall be included in the model and spatially vagyioughness coefficient may be tested. The
domain of the model would also be enlarged to ehelthe continental shelf for conducting
the resource assessment analysis. In additionat tit incorporate tidal energy converters
into the model, the high resolution bathymetry daiih be utilised in future simulations to

accurately represent the topography at the deployarea.

6 Conclusion

Since the majority of numerical models employed foydrodynamics and resource

assessment studies at the PFOW were conducted 2Bidgpth-averaged models, there is a
gap that needs to be addressed to further unddrtarcharacteristic of 3D models, more so
at an area with a highly turbulent flow like thenBand Firth. Thus appropriate methods in
developing a 3D tidal flow model for the PFOW usibgth Telemac3D and Delft3D

numerical models, were thoroughly highlighted sitivey were not described in detail by
previous studies. Great care was taken to enswedbustness of the models, and the
predicted values were validated against the obdetiata to give confidence to the model.
The physical, numerical and general parametersseddilin the models were elaborated in

detail, since the input required for a 3D modefalg remarkably from the 2D model. The
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parametric study was conducted to examine theenfta of key simulation parameters on the
numerical output, and the performance indices wéitsed in comparing the predicted and

measured data.

Of the three tested bed friction values for Teledtamodels, Cd = 0.005 produced the best
results and can be parameterised by using bothyCirex Manning formulation. The use of
Nikuradse formulation as the bottom friction wag soitable in this study since it required
highly refined vertical layers, especially near sega bottom. The findings also demonstrated
that the model output was unaffected when varyireguvalues of the horizontal diffusion of
velocities, indicating the presence of a highlybtdent flow in the area of interest.
Additionally, four distinct mixing length models weeinvestigated on Telemac3D, and the

difference between the models were found to beigibig.

Correspondingly, the use of Water Level BC as tbhenldary forcing in Delft3D produced
the best agreement with the observed data. Ohallrdughness values tested on Delft3D
model, Cd = 0.0086 produced the best agreement théhmeasured data in this study.
Moreover, the observed difference in the Cd vafuoas the literature could be attributed to
the choice of boundary conditions and the grid,sigkeich may have an influence on the
numerical model. Excellent correlation between tiredicted and measured data was
observed when Chezy formula was applied. Conversaipdels utilising Manning
formulation displayed a highly scattered plot, segjong that it was not suitable to be adopted
in this study. Interestingly, even though the dcagfficient definition (or mathematical
meaning of the coefficient) is same in both the el®dhe fact that best results were obtained
for different Cd values indicates that the dragffoment is also dependent on other model

input parameters (e.g. spatial resolution and Imagtgy data). However, this dependency is
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difficult to isolate, as both models were constedctifferently (e.g. unstructured mesh in
Telemac3D and structured mesh in Delft3D). In esseit can be concluded that each of the
numerical models is unique and non-identical arad thorough calibration and validation is

required to ensure the validity of the numericajpoitt

To summarise, the present study highlighted thénpireary analysis of the capability and
efficiency of both numerical models (Telemac3D &welft3D) to produce accurate 3D flow
characteristics. This work was carried out sineeittiluence of the input parameters for 3D
hydrodynamics models are yet to be thoroughly erathiand explored, specifically for the
PFOW region. Future work will involve implementiriglal devices into the numerical
models and assessing their impacts on the surnogrgivironment. It is hoped that this work
may be used as a guideline for developing a 30 tidadel for this region by utilising the

methodology presented.
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Table I: Details on the ADCP measurement data

ADCP Coordinate Depth Measurement data

Site 1 58°43'34.00"N 3°14'11.01"W 82 m14/9/2001 - 16/10/2001
Site 2 58°43'1.02" N 3°5'9.02" W 80 m 19/9/2001 - 20/10/2001

Site 3 58°40'13.02" N 2° 58' 35.03" W 71 m15/9/2001 - 14/10/2001

Table II: The boundary conditions applied to théfl3® models

Mix BC Water Level BC
West : Current West : Water Level
North : Water Level North : Water Level
East : Water Level East : Water Level
South : Water Level South : Water Level

Table III: Variable roughness coefficient appliedhe Delft3D model

Site U velocity Cd V velocity Cd
1 Chezy 50 0.0039 Chezy 20 0.0245
2 Chezy 60 0.0027 Chezy 55 0.0032

3 Chezy 60 0.0027 Chezy 50 0.0039




Table IV: Performance indices of the tested bexdiém values between the observed and predictextigimagnitude at three distinct

depths for Delft3D models.

SITE1 SITE 2 SITE 3

Depth cd r RMSE Sl r RMSE Sl r RMSE Sl
0.0027-0.0032 0.793 0.696 0.348 0.921 0.438 0.260 0.879 0.518 0.254
0.0050 0.790 0.687 0.347 0.933 0.426 0.257 0.888 0.520 0.264
" 0.0025 0.779 0.722 0.361 0.925 0.429 0.254 0.871 0.537 0.264
0.0086 0.781 0.687 0.347 0.935 0.416 0.249 0.900 0.525 0.274
0.0027-0.0032 0.700 0.852 0.430 0.926 0.380 0.225 0.863 0.514 0.252
0.0050 0.707 0.822 0.417 0.937 0.360 0.217 0.876 0.480 0.244
o 0.0025 0.685 0.872 0.436 0.930 0.371 0.220 0.855 0.536 0.263
0.0086 0.723 0.720 0.384 0.941 0.368 0.229 0.893 0.463 0.247
0.0027-0.0032 0.615 0.766 0.485 0.911 0.669 0.416 0.750 0.745 0.407
71m 0.0050 0.638 0.653 0.442 0.922 0.368 0.281 0.788 0.494 0.316
(65m) 0.0025 0.587 1.071 0.572 0.917 0.684 0.420 0.770 0.882 0.441
0.0086 0.638 0.496 0.394 0.934 0.216 0.199 0.807 0.410 0.322




Table V: Performance indices of the boundary fay@analysis between the observed and predictedntispeed at three distinct depths for

Delft3D models.

SITE 1 SITE 2 SITE 3
Boundary
Depth . r RMSE si r RMSE si r RMSE si
forcing
Water level 0.781 0.687 0347 | 0935 0.416 0249 | 0.900 0.525 0.274
7m I I
Water leveland | o 0.621 0334 | 0941 0.485 0313 | 0.903 0.545 0.294
current
Water level 0.723 0720 0384 | 0.941 0.368 0229 | 0.893 0.463 0.247
39m | \Vater level and
aterleveland |, /> 0.626 0355 | 0.946 0.429 0287 | 0.891 0.448 0.248
current
, Water level 0.638 0.496 0394 | 0934 0.216 0199 | 0.807 0.410 0.322
m

(65m) | water level and

0.648 0.456 0.385 0.932 0.234 0.232 0.795 0.417 0.339
current




Table VI: Statistical results of the tested bottmmaghness formulation between the observed andgbeeldvelocity magnitude at three distinct

depths for Delft3D models. The bed friction wasefixo Cd = 0.0086.

SITE1 SITE 2 SITE 3
Roughness
Depth r RMSE Sl r RMSE Sl r RMSE SI
formula
Chezy 0.781 0.687 0.347 0.935 0.416 0.249 0.900 0.525 0.274
7m
Manning 0.695 1.098 0.453 0.869 0.544 0.282 0.795 0.729 0.332
Chezy 0.723 0.720 0.384 0.941 0.368 0.229 0.893 0.463 0.247
39m
Manning 0.576 1.130 0.505 0.881 0.492 0.271 0.793 0.701 0.336
71m Chezy 0.638 0.496 0.394 0.934 0.216 0.199 0.807 0.410 0.322
anning . . . . . . . . .
(65m) Manni 0.483 0.751 0.498 0.879 0.342 0.281 0.744 0.491 0.349




Table VII: Statistical results of the tested bottmughness formulation between the observed ardigbee velocity magnitude at three distinct

depths for Delft3D models. The bed friction wasisghg variable roughness coefficient.

SITE 1 SITE 2 SITE3
Roughness
Depth r RMSE SI r RMSE Sl r RMSE |
formula
Chezy 0.793 0.696 0.348 0.921 0.438 0.260 0.879 0.518 0.254
7m
Manning 0.715 1.086 0.454 0.812 0.658 0.336 0.756 0.819 0.354
Chezy 0.700 0.852 0.430 0.926 0.380 0.225 0.863 0.514 0.252
39m
Manning 0.598 1.291 0.548 0.815 0.669 0.341 0.737 0.892 0.386
71m Chezy 0.615 0.766 0.485 0.911 0.669 0.416 0.750 0.745 0.407
(65m) Manning 0.524 1.098 0.603 0.816 0.983 0.535 0.685 0.999 0.490
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Figure 9: Scatter plots and the performance indi¢¢isree roughness values utilised in Telemac3Mdetsoat the three monitoring sites.
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Figure 10: Comparison of several bottom roughnasseg using the Nikuradse formula on the Telemat@idels.
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Figure 11: The influence of the roughness valuetheru-velocity component for Delft3D models.
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Figure 12: The influence of the roughness valuetherV-velocity component for Delft3D models.

10



Site 1 : 39 meter
Delft3D Pentland Firth
U Component (Cd = 0.0086)

4+
2
@
e 0
©
[
-2
N \
-4 ‘
#ADE}P E%Ch.ezy
-6+ !
16/09/2001 17/09/2001 18/09/2001
Date
Site 1 : 39 meter
Delft3D Pentland Firth
V component (Cd = 0.0086)
3 4 L
2
@
e 1
el
[
2 01
@
1 i
"""" Man‘ning ;
—2+ !
16/09/2001 17/09/2001 18/09/2001
Date

Site 2 : 39 meter
Delft3D Pentland Firth
U Component (Cd = 0.0086)

4 T
2,
Q)
£
o 0
(9]
(9]
Q.
7]
_24
n " ADCP —— Chezy ------- Manning
44+ !
21/09/2001 22/09/2001 23/09/2001
Date
Site 2 : 39 meter
Delft3D Pentland Firth
V component (Cd = 0.0086)
3 L

Speed (m/s)

—— ADCP —— Chezy ------- Manning

22/09/2001
Date

-3
21/09/2001 23/09/2001

Site 3 : 39 meter
Delft3D Pentland Firth
U Component (Cd = 0.0086)

——ADCP —— Chezy ------- Manning

17/09/2001
Date

4
16/09/2001 18/09/2001

Site 3 : 39 meter
Delft3D Pentland Firth
V component (Cd = 0.0086)

——ADCP —— Chezy ------- Manning

-6 ;
16/09/2001 17/09/2001

Date

18/09/2001

Figure 13: The velocity components at the mid watdumn using the Manning and Chezy bottom roughf@snula for Delft3D models.
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