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Abstract

In this paper, we propose a novel approach for the classification and retrieval of interactions between human characters and objects. We propose to use the interaction bisector surface (IBS) between the body and the object as a feature of the interaction. We define a multi-resolution representation of the body structure, and compute a correspondence matrix hierarchy that describes which parts of the character’s skeleton take part in the composition of the IBS and how much they contribute to the interaction. Key-frames of the interactions are extracted based on the evolution of the IBS and used to align the query interaction with the interaction in the database. Through the experimental results, we show that our approach outperforms existing techniques in motion classification and retrieval, which implies that the contextual information plays a significant role for scene and interaction description. Our method also shows better performance than other techniques that use features based on the spatial relations between the body parts, or the body parts and the object. Our method can be applied for character motion synthesis and robot motion planning.

Categories and Subject Descriptors (according to ACM CCS): I.3.3 [Computer Graphics]: Interaction Motion—RetrievalSpatial realtionship

1. Introduction

Human motion recognition is a research topic that has been tackled by researchers in areas such as computer graphics, computer vision and machine learning, for applications including human computer interaction, surveillance, sports analysis, medical diagnosis and robot motion planning. Metrics to compute the similarity between the movements are developed such that the movements can be categorized into different classes for motion recognition, or interpolated within the same class to synthesize a novel motion.

Most previous metrics used for computing the similarity of movements are based on the joint positions or joint angles of the body, which are not descriptive enough for fully understanding the scene context. In scenes of daily life, humans are usually not moving in free open space, but are interacting with other humans, holding and manipulating objects or avoiding obstacles in the scene. For fully understanding the scene context, it is necessary to use a feature that considers the spatial relations between the body parts, or between the body and the surrounding objects.

The nature of close interaction lies in how the spatial relations between the body and the object dynamically change over time. For example, for an action “pick up by both arms”, it is described by the fact the arms are gradually spreading out and wound around the object while the body approaches to it. In order to automatically distinguish such interactions, the feature needs to encode such dynamically changing properties, which cannot be well described by simply comparing the joint angles or joint positions.

In this paper, we propose a novel feature that describes the dynamically changing spatial relations between a human body and an object during a close interaction. This feature can be used for automatically retrieving body-object interactions in the database. We make use of the interaction bisector surface (IBS), which is composed of a set of points that are equidistant from the body and the object. The IBS has been successfully applied for recognition and synthesis of static scenes. For achieving our objective, we make use of three informative attributes of the IBS: its geometric shape, a hierarchical structure of the body parts that compose the IBS, and its evolution over time. We show that these features can greatly distinguish the type of interactions in high fidelity even without classifying or aligning the objects. In the experimental results, we also show that our method outperforms state-of-the-art metrics used in motion retrieval techniques.

The contributions of this paper can be summarized as follows:

- a novel feature that is based on the dynamically changing spatial relations between the body and the object, and a distance
function that can be used to compute similarities of body-object interactions.

- an extensive evaluation of the proposed feature and distance function by comparing it with existing schemes.

2. Related Work

In this section, we first review techniques used in human motion retrieval, then about scene hallucination, and finally about scene retrieval and synthesis.

Features and Distance Functions in Human Motion Retrieval:

Content-based human motion retrieval requires a distance function for computing the similarity of the query motion and the motions in the database. In classic approaches, the Euclidean distance of the state representation vectors such as the joint angles [KPZ‘04] or joint positions [KG04] are used.

As the dimensionality of such state vectors are high, and as the distance may not necessarily reflect the perceptual similarity of the movements, methods that compute the distance over the subspace of the motions encoded in self organizing maps [WXWL09, SSK04, CCW‘04], PCA [FF05], local PCA [CH05] and probabilistic PCA [DGL09] are developed.

When the motion involves a lot of close contacts between the body parts, or close interactions between multiple bodies, the contextual features based on contacts or spatial relationships between body parts start to become important features for distinguishing movements. Müller et al. [MRC05] propose manually designed discrete features, such as “hands touching the feet”, or “arms crossed”, which describe the relation between body parts. Gao et al. [GMCL06] apply this feature for building motion graphs. These features are good in abstracting quantitatively different movements but they must be predefined by humans in advance, and they can perform poorly for types of motions that were not expected when designing the features.

To generalize better, continuous features based on the spatial relations between the joints can be useful. Such features include Euclidean distances between joint pairs [TLK08, LLLZ16], Laplacian coordinates [HKT10, TCLK12] and local transformations [VAC14]. Recently, Vemulapalli et al. [VAC14] apply a Lie group representation for the motion of a single character, whose elements are relative transformations (SE(3)) between pairs of body parts, and show the distance function can result in state-of-the-art performance for motion retrieval. A simple approach to enhance continuous features based on spatial relations to human-object interactions is to sample points or define a local coordinate system on the object and apply the same algorithm. However, there can be ambiguities for such selections, and we show in our experimental results that they perform poorly compared to our approach.

Scene Hallucination: Recently, there is a huge interest in adding character models into geometric scenes, and methods to compute human poses given the object geometry are proposed in the last few years. The common approach for achieving such an objective is to represent the pose of the character with respect to the geometric features of the object. For example, Grabner et al. [GGVG11] build a Gaussian model to represent the spatial relationship between the character and a chair, based on the distance and intersection between the polygon meshes representing the character and the chair. Kim et al. [KCGF14] predict human pose based on the trained affordance model. Jiang et al. [JKS13] use Euclidean distance, relative angle and height distance to represent the relationship between character and point cloud environment. Savva et al. [SCH‘14] decomposes objects into primitives such as cuboids and compute the spatial relationship between pose and environment segments. These methods heavily rely on the features computed for the object geometry, and the poses of the character are updated by relative vectors from these feature points, mainly by inverse kinematics. The pose can be strongly affected and distorted when there is a mismatch, and thus they may not be suitable for our purpose of comparing interactions.

Spatial Relations in Scene Retrieval and Synthesis: Finally we discuss about scene retrieval and synthesis methods that make use of spatial relations. Research about scene analysis [FH10, XMZ‘14] and synthesis [YYT‘11, FSH11, SXZ‘12, FRS‘12, CLW‘14, LCK‘14, MSSH14] have recently attracted researchers in computer graphics, where they can be applied for procedural scene synthesis [LCK‘14]. In most of these methods, the spatial relations are described by contacts, supports and relative vectors. Such relations are descriptive enough for simple relations, though they need to consider various arbitrary constraints such as collisions for avoiding artifacts especially when objects are close to one another. Due to their simplicity, they can not encode complex spatial relations.

Zhao et al. [ZWK14] propose to use the Interaction Bisector Surface (IBS) for encoding complex relations such as a chair tucked under a desk, flowers put inside a vase or a bag hung on a hook. Hu et al. [HZK‘15, HvKW‘16] further extend this idea with a feature called interaction context (ICON) to describe the functionality of an object in a 3D scene. Zhao et al. [ZHG‘16] propose a method to increase a variation of scenes from an exemplar scene by fitting novel objects into a scene template described by an IBS. Our idea in this paper is to compute the dynamic evolution of the IBS during a close interaction between a human body and an object, and use it as a feature for retrieving similar interactions from the database.

The purpose of our work is similar to [PKH‘16], which also focuses on the interaction of character and the environment or character and an object. Pirk et al. [PKH‘16] track particles on one of the interaction parts and build a spatial and temporal representation called interaction landscapes. They compute the flow of particles with respect to the receiver object and do not consider the movement of the receiver. On the contrary, our feature is based on the movement of both objects, and computes the characteristics of the entire interaction, making it a suitable feature for interaction retrieval.

3. Representation and Distance Function

In this section we introduce our multi-resolution feature that encodes the interaction between a character and an object. Here we focus on computing the distance between two static poses during an interaction. The method starts by first computing an IBS between an object and a human character (see § 3.1). Then we build a
multi-resolution structure of the human body (see § 3.2) and project this hierarchy onto the IBS (see § 3.3). Using the geometry of the IBS and the body hierarchy that composes the IBS segments, we compute the distance between different poses of a human-object (see § 3.4).

3.1. IBS between a Human Character and an Object

Here we briefly review about the Interaction Bisector Surface (IBS) [ZWK14] that describes the nature of the interaction between two objects in proximity. The IBS is a set of points that are equidistant from the two objects. It is a subset of the external medial axis, and can also be considered as a generalized Voronoi diagram. In [ZWK14], IBS is used to encode the spatial relations between adjacent objects in a scene, and used for retrieval of 3D scenes composed of multiple objects. Here we compute the IBS between the human character and an object during an interaction to use it to compute the feature of interactions.

As in [ZWK14], we compute the IBS by using the quickhull algorithm [BDH96]. Points are sampled over the surface of the object and the character (the details of the human body structure and geometry are described in the next section), and a set of ridges that are equidistant from the sample points are extracted. Among the ridges, those produced by points from the body parts and the object are used to form the IBS. It can be considered as a skeleton structure of the open space where the interactions between character and object are occurring. Examples of IBSs for different interaction frames are shown in Fig. 1.

Figure 1: IBS for different interactions. The transparent blue surface is the IBS.

3.2. Body Hierarchy and Multi-resolution Structure

Here we describe the human body model and a multi scale structure of the body that we adopt in this paper. The same concept can be applied for different character hierarchies, such as those with fingers, though we do not use such a model due to the limitation of the capture device we use.

The skeleton structure of the body that we use in our experiments is composed of fourteen rigid body parts (as shown in Fig. 2). This skeleton is rigged to a character model whose body parts are all cylinders.

We apply a multi-resolution segmentation to the body. As we go down the multi-resolution hierarchy, the body is divided into smaller regions. At the top level (the first level), the body is composed of two regions, the upper body and the lower body. In the second level, the body is divided to six regions including those of the head, torso and the four limbs. In the third level, we divide the body into individual rigid bones (i.e. the upper arm, head, thigh). We further segment the body into smaller regions along the circumference of the cylinders in the fourth level, and along the central axis of the cylinders in the fifth level (only applied to the upper arms, upper legs, and torso).

For the computation of the IBS, we uniformly sample points on the cylinder surface of the body and label each point according to the body segmentation. In Fig. 3, we show the multi-resolution structure of the body by assigning different colors to the sample points belonging to different segments.

3.3. Multi-resolution IBS Segmentation

We describe the interaction between the body and the object by examining how much each part of the body contributes to the composition of the IBS. This is done by conducting a multi-resolution segmentation of the IBS based on the multi-resolution structure of the body described above, and building a feature accordingly.

The multi-resolution segmentation of the IBS is done as follows: We visit all the ridges of IBS, and label each of them with the ID of the body segment that composes it at the bottom of the multi-resolution body structure. This can be easily found because the sample point on the body that is closest to the ridge is recorded when computing the IBS. Given the label at the bottom of the multi-
compute a set of feature vectors next to a table, and its multi-resolution segmentation. an example IBS in a scene where the human character is standing resolution body structure, we can know the group it belongs to at the top level of the multi-resolution structure: the upper body (red) and the lower body (green), and the label information passed to the corresponding ridges on the IBS. The red area of the IBS is composed by the upper part of the body and the green area is composed by the lower part of the body: (c)(d)(e)(f) the segmentation of the IBS by different levels of the body’s multi-resolution structure.

Figure 4: A multi-resolution segmentation of the IBS based on the multi-resolution structure of the body: (a) the original scene: the character stands next to a table; (b) the grouping of the body parts at the top level of the multi-resolution structure: the upper body (red) and the lower body (green), and the label information passed to the corresponding ridges on the IBS. The red area of the IBS is composed by the upper part of the body and the green area is composed by the lower part of the body; (c)(d)(e)(f) the segmentation of the IBS by different levels of the body’s multi-resolution structure.

resolution body structure, we can know the group it belongs to at each upper level of the multi-resolution structure, and thus we can conduct the multi-resolution segmentation of the IBS. Fig. 4 shows an example IBS in a scene where the human character is standing next to a table, and its multi-resolution segmentation.

Using this multi-resolution segmentation of the IBS, we can then compute a set of feature vectors $\mathbf{V} = \{\mathbf{V}^1, \mathbf{V}^2, ..., \mathbf{V}^N\}$ where $N$ is the number of levels of the body multi-resolution structure, which is five in our case. In the $r$-th level, the character body is composed of $n_r$ parts, each of which is denoted by $b^r_i$, $0 \leq i < n_r$. Let us assume that $b^r_i$ has a corresponding region on the IBS, which is denoted as $\text{IBS}^r_i$ (note that not all $b^r_i$ has a corresponding $\text{IBS}^r_i$). The relationship feature at the $r$-th level, $\mathbf{V}^r$, is a $n_r$ dimensional vector, whose entries correspond to body parts and indicate how much the body parts contribute to the interaction. The elements of each feature vector is computed as follows:

$$\mathbf{V}^r(i) = \begin{cases} 
\sum_{j=0}^{M} w_j & \text{if } \text{IBS}^r_i \text{ exists} \\
0 & \text{otherwise},
\end{cases} \quad (1)$$

where $M$ is the number of ridges in $\text{IBS}^r_i$, and $w_j$ is the weight of the $j$-th ridge in $\text{IBS}^r_i$. $w_j$ is computed in the same way as in [ZWK14]:

$w_j = w_{\text{area}} \times w_{\text{distance}} \times w_{\text{angle}}$. Here $w_{\text{area}}$ is the area of the ridge, $w_{\text{angle}}$ is computed by:

$$w_{\text{angle}} = \begin{cases} 
1 - \frac{\theta}{\pi/4} & \text{if } 0 < \theta < \pi/4 \\
0 & \text{otherwise},
\end{cases} \quad (2)$$

where $\theta$ is the angle between the normal vector of the ridge and the vector from the ridge center to the corresponding point on the object, and $w_{\text{distance}}$ is computed by:

$$w_{\text{distance}} = \left(1 - \frac{d}{D} \right) \cdot \alpha_r. \quad (3)$$

where $d$ is the distance between the ridge and the sample point, and $D = d_{\text{diag}}/2$ where $d_{\text{diag}}$ is the length of the diagonal of the bounding box of the whole scene. We empirically set $n$ to 20. $w_{\text{distance}}$ is inversely proportional to the distance between the ridge and the corresponding sample point on the body, and $w_{\text{angle}}$ is inverse proportional to the angle between the ridge normal vector and the vector from the ridge center to the corresponding sample. When $\mathbf{V}^r(i) = 0$, it means that body part $b^r_i$ does not produce any IBS segment, and thus does not contribute to the interaction. The feature vector $\mathbf{V}$ is used to compute the distance between configurations of different interactions as described next.

Fig. 5 shows the feature vector at the second level of two different frames in a “pick up a table” motion.

3.4. Distance Function

We now describe how we compute the distance between two configurations represented by the multi-resolution feature vectors that we defined in the previous section.

One way to design the distance function is to quantify how much movement is needed for the body to move from one state to the other while not colliding with the object. Due to the large degrees of freedom of the human body, such a motion planning problem is extremely difficult to solve and requires a huge amount of computation. Here we provide an approximation by assuming that the object shifts along the body and the body has enough flexibility to avoid collisions when moving from one configuration to another.

Our solution is a multi-resolution distance function: multi-resolution distances are often used in computer vision for optical flow [WM95] or image matching [BSW05]. Our multi-resolution distance function is defined as follows:

$$d_{\text{multi}}(\mathbf{V}, \mathbf{V}^') = \sum_{r=1}^{N} \alpha_r \cdot \frac{1}{n_r} \| \mathbf{V}^r - \mathbf{V}^{r'} \|. \quad (4)$$

where $\alpha_r$ is a weighting constant at the $r$-th level. It is defined as $\alpha_r = \left( \frac{1}{2} \right)^r$. In all our experiments, the number of levels, $N$, is set to 4. So four levels of segmentations are prepared for the character body.
Fig. 6 illustrates how the distance between two configurations are computed. Even though the dissimilarity of the configurations cannot be fully described at a single level, the combination of different levels can quantify the difference in the object’s configuration with respect to the human body.

To show the change of $d_{multi}$ during a motion, we compute the distance between frames of a “pick up the bin” motion by using Eq. (4) and visualize the distance matrix in Fig. 7.

To compare two interactions, we also consider the difference between the global geometry of IBS. This is necessary as the multi-resolution feature only describes the local proximity, so that the overall difference of postures cannot be distinguished. For example, configurations shown in Fig. 8 (a) and (b) will result in similar correspondence vectors. To capture the global geometry of IBS, we follow Zhao et al. [ZWK14] and use the point feature histogram (PFH). The PFH is a histogram of the relative rotation between each pair of normals in the whole point cloud. It describes the local geometrical properties by generalizing the mean curvature at every point. It provides an overall pose and density invariant feature which is robust to noise.

Finally, both the local and global features of the IBS are taken into account for comparing two configurations:

$$d = w_1 \times d_{multi} + w_2 \times d_{PFH}$$

where $d_{PFH}$ is the L1 distance between the PFH features of IBS of two frames. We set $w_1 = 0.05$, $w_2 = 0.95$ in our experiment. $w_1$ is set small due to the large variance of the interaction feature values compared to that of PFH ($0 \leq d_{multi} \leq 0.646$, $0 \leq d_{PFH} \leq 0.0159$ in our data). For convenience, we denote our method as “MULTI+PFH” in the experiment section of the paper. In the next section, we will explain how we use this distance measure for comparing two interaction motions.

4. Motion Comparison

The distance between two motions are computed by first extracting the key-frames, which are the representative frames of the entire motion (see § 4.1) and then applying Dynamic Time Warping (DTW) (see § 4.2).

4.1. Key-frame Extraction

We compute key-frames that are representative of the motion to cut the memory usage and computational cost when comparing the movements.

We make use of our representation for computing the key-frames such that they are based on the context of the scene. Previous methods, which are only based on the posture of the characters are not suitable when the scene involves close interactions between characters and objects. Here we use the distance function defined in the previous section to extract the frames that are different in terms of spatial relationships.

The key-frames are computed as follows: We first build a distance matrix as shown in Fig. 7 where the distances between each pair of configurations during a motion are recorded by using Eq. (4). The first two key-frames are the two frames with the maximum distance. To add another key-frame, we use the “farthest point strategy”, which is finding the frame farthest (in other words, which has maximum distance) from existing key-frames. If this distance is greater than a threshold, which is set to 0.15 in our experiments, it is chosen as a key-frame. This process is repeated until no more
frames can be added to the key-frame list. Fig. 9 shows two series of key-frames computed by this method.

The key-frames are used as the representative frames of each interaction. When computing the distance between different interactions, we apply DTW, which will be explained in the next section, only to the key-frames rather than the entire motion, thus reducing the online costs and memory.

4.2. Dynamic Time Warping for Motion Comparison

Dynamic Time Warping (DTW) is a technique to align different time-series data, which is widely used for the alignment of speech, motion and video data. The key idea of DTW is to compute a cost matrix between every pair of input frames, and find a minimum cost path, which is typically located near the main diagonal of the matrix. The readers are referred to [MÄij07] for a more comprehensive explanation of DTW and its application.

We can compute the distance between two motions by applying DTW to the series of key-frames extracted using the method described in the previous section. Selecting the appropriate features and distance measure of the frames is the key of using DTW. In our method, the distance between frames is computed by Eq. (5). In the next section, we show motion retrieval results using this method.

5. Experiments and Results

In this section, we first describe the interaction dataset we use in our experiments (see § 5.1). Second, we briefly introduce other methods we compare our method with (see § 5.2). Then we show the results of single frame retrieval (see § 5.3), and lastly the results of motion retrieval (see § 5.4).

5.1. Dataset

The interaction data used in our experiments includes both the motion of the character and the object. We capture the motions by following the approach by Sandilands et al. [SCK13], where a magnetic motion capture system is used to track both the movements of the body parts and the object. The main advantage of using a magnetic motion capture system is that it does not suffer from occlusion problems. The system records both the translation and orientation of each sensor, so the configuration of each rigid bone/object can be recovered accurately by a single sensor.

We captured 164 short interaction motion clips between human and different objects. We put 14 sensors on the actor and 2 sensors on the object. We also used 21 motion clips captured by Sandilands et al. [SCK13], which can be downloaded from their project website. In total, there are 185 interactions with 14 types of objects. Table 1 lists the objects and the number of motions where the actor interacts with each object.

<table>
<thead>
<tr>
<th>Object</th>
<th>Num of motions</th>
<th>Object</th>
<th>Num of motions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Large bin</td>
<td>19</td>
<td>8. Hula hoop</td>
<td>30</td>
</tr>
<tr>
<td>2. Small bin</td>
<td>22</td>
<td>9. Pistol</td>
<td>3</td>
</tr>
<tr>
<td>4. Chair</td>
<td>12</td>
<td>11. Ball</td>
<td>7</td>
</tr>
<tr>
<td>5. Table</td>
<td>25</td>
<td>12. Book</td>
<td>2</td>
</tr>
<tr>
<td>7. Tube</td>
<td>14</td>
<td>14. Hat</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 1: Interaction Motion List

We compare our method to the following methods:

RELA-COOR: A state vector is formed by collecting the relative position of the object’s center and all the body joints in the body root’s coordinate system. The distance between different configurations are computed by the Euclidean distance between state vectors. Note that the pose of the body is also implicitly provided.

RELA-DIS: A state vector is formed by collecting the pairwise Euclidean distance between all the joint positions plus the object center. The distance between different configurations are computed by the L1 distance between two feature vectors. This method is based on [TLKS08] which uses pairwise Euclidean distance between joint pairs for motion comparison.

RELA-TRANS: A state vector is formed by computing a coordinate system using the axis of each bone and the object center, then computing the relative transformation between each pair of these local coordinates in the form of SE(3), and finally flattening it into a vector. The distance between different configurations are computed by the squared L2 distance between two features. This is an adaptation of the method proposed in [VAC14] to body-object interaction.
POS: A state vector is formed by collecting all the character’s joint positions in the body root’s coordinate system. The distance between two configurations is computed by summing the Euclidean distance between corresponding joints. This method is used as a baseline method to clarify the importance of encoding the relationship between body and object.

5.3. Retrieval by Single Frame

To examine the multi-resolution feature and the distance function we propose in § 3, we conduct a frame-based retrieval. Given a query frame, our system compares it to all the frames in the database and return the most similar frame in each motion, which corresponds to lowest distance. The returned frames are ranked according to the distance values. The query can be a frame from an existing interaction in the database or a scene designed by the user. In Fig. 10 we show the retrieval results for four example queries using our method.

Fig. 11 shows results of using different methods for frame retrieval. We compare the results of our method (PFH+MULTI) with others. The query is a frame where the character is sitting backwards on a chair. The context of this interaction is that the human character rides on an object. By using our method, the system can capture the context, and returns results where the character is riding on a chair or a box. The RELA-COOR method returns the frames where the object center is in front of the body. The RELA-DIS feature returns interactions where the object is in proximity to the legs. The method based on POS only returns scenes with similar postures; as the context of the scene is not explicitly encoded in POS, interactions where the character takes similar postures under different contexts are ranked high. To justify the design of our method, we also show the results when only using the MULTI feature or the PFH feature in Fig. 11. We can see that MULTI only returns interactions where the objects is in proximity to the legs, while PFH returns the interactions where the object is half wrapped by the body, as these interactions produce IBS with similar shapes as the query. The results of MULTI+PFH is much better than PFH, because PFH does not consider which body parts are contributing to the interaction. The experiment results support our reasoning of PFH’s limitation and show that the multi-resolution feature is an important supplement for describing character-object interactions.

Evaluation of Multi-resolution Distance

To justify the usage of the multi-resolution distance, we show the results of using different sets of resolutions for frame-based retrieval in Fig. 12.
From row 1 to row 4 in Fig. 12, we show the results of computing the multi-resolution distance when gradually increasing the resolution. Considering the spatial relationship between the character and the object in the query, the most relevant results should be the character carrying an object on the right shoulder. From the results we can see that the most similar scene is moving to the top rank when we add in more level of details.

In the bottom row of Fig. 12, we also show the results of only using the finest level of details (the fourth level of segmentation). Although the two most similar “carrying table” frames also come to the top rank, the frames “carrying a hood on the shoulder” and “carrying a box when squatting” fail to appear due to the lack of information about the relationship that exists in the first three levels of segmentation. Without these upper level information, a small local change in the correspondence vector will result in a large distance, thus frames with similar relationships might be judged as very different. This result shows that we need to consider all different level-of-details when computing the distance between interactions.

5.4. Retrieval by Motion

In this section, we retrieve interaction motions by using our method and other methods described in § 5.2. The retrieval results based on these features are compared and evaluated.

We manually classify 185 motion clips into the following four categories and use this classification as the ground truth:

- picking up an object (39 clips),
- putting down an object on the floor (33 clips),
- holding and manipulating an object (34 clips) and
- stepping over an object (18 clips).

Other 61 motions are labeled as “others” which are dissimilar from each other.

To show the resulting similarities of all motions in the database, we visualize the distance matrix by our method in Fig. 13 together with those by the other approaches. From Fig. 13 we can see that by using our method, the intra-class distance is generally smaller than the inter-class distance. It can be observed that the four classes are distinguished better by the MULTI+PFH feature than all the others.

To quantitatively compare the retrieval performances with other methods, we compute and show the average precision-recall curve of the four classes of motions when using the MULTI+PFH (our method), RELA-COOR, RELA-DIS, RELA-TRANS and POS method in Fig. 14. As MULTI+PFH encodes much richer information about the interaction between the body and the object, it performs better than other methods.

The main problem with the three relationship features RELA-COOR, RELA-DIS, RELA-TRANS is that the object is considered as a point. Therefore, the shape information of the object is not encoded in these features, although the shape has a strong influence on the interaction. One way to improve the performance is to increase the number of sample points on the object. When taking such an approach, the objects must be aligned first and the sample points must be consistent between all the objects. In fact, we also did an experiment where we manually aligned the objects and sampled more points, but we found the performance drops due to the symmetry of objects. For example, grasping a handleless cup from different horizontal directions do not make any difference due to the symmetry. If the points are sampled in a way ignoring such symmetry, the feature vector can have different values even for equivalent movements. It is of course possible to do a symmetry analysis and change the way to sample points according to the symmetry, but this will require a complex shape analysis.

We can see that the RELA-DIS feature performs the second best, which shows computing distance between body joints, and body joint and object center is a reasonable way to encode the context of the interactions. However, in addition to the issue of the simplicity in representing the object by a point as mentioned earlier, the distance cannot encode the relative direction between the interacting parts. As a result, the RELA-DIS features may not be able to distinguish interactions such as “hold an object in front of the body” and
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between the body and objects can greatly improve the performance of indexing dynamic scenes. We develop a new multi-resolution distance function for the comparison of human-object interactions, and use it for motion retrieval. Through the experiments we show that our representation performs better than existing ones.

One advantage of using the IBS to encode the interaction is that we are relieved from analyzing the fine details of the object geometry, which is far more difficult than analyzing the IBS. Objects can have a wide variation in geometry and topology, which makes the computation of the correspondence not an easy problem. On the contrary, our method does not require computing such correspondence, but still takes into the geometry of the object through the IBS.

Our system is limited to the interaction between the body and a rigid object: Unlike [PKH16], we do not provide a solution for interactions including deformable objects or fluid particles such as cloth, wind and liquid. Another limitation is that our system requires well defined object geometry. Missing parts of the objects would affect the accuracy of the interaction representation. However, capturing complex geometric surface during interaction is nontrivial.

In the future, we would like to apply our method on interaction data from different sources, such as RGB-D data captured by Kinect. Such a system will be useful for applications such as human action recognition, scene analysis and entertainment. It’s also possible to apply our method for robot motion synthesis and planning. For example, we can learn a model of interaction from an existing interaction database. Then, given the geometry of the object, we can plan the motion of a robot by retargeting the human motion to that of the robot.
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