Ab initio calculation of molecular diffraction
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Abstract

We discuss the application of ab initio x-ray diffraction (AIXRD) to the interpretation of time-resolved and static x-ray diffraction. In our approach, elastic x-ray scattering is calculated directly from the ab initio multiconfigurational wave function via a Fourier transform of the electron density, using the first Born approximation for elastic scattering. Significant gains in efficiency can be obtained by performing the required Fourier transforms analytically, making it possible to combine the calculation of ab initio x-ray diffraction with expensive quantum dynamics simulations. We show that time-resolved x-ray diffraction can detect not only changes in molecular geometry, but also changes in the electronic state of a molecule. Calculations for cis-, trans-, and cyclo-butadiene, as well as benzene and 1,3-cyclohexadiene are included.

1 Introduction

Photochemical reactions have tremendous importance, ranging from photosynthesis to atmospheric chemistry, and technologies such as sensors and displays. They are intrinsically complex, with nonadiabatic dynamics and conical intersections known to play an important role, and they occur predominantly on the ultrashort time-scale. For these and other reasons, a detailed understanding remains elusive. However, new experimental techniques capable of monitoring photochemical processes in unprecedented detail are appearing.

Time-resolved x-ray diffraction imaging of atomic motion has already been demonstrated at third generation synchrotrons for comparatively slow molecular processes in condensed phases, such as photolysis and vibrational relaxation in solvents. Compared to time-resolved molecular spectroscopy, which ultimately measures energy levels and their populations, one major advantage of time-resolved structural dynamics is that it provides an immediate link to mechanistic chemistry. In principle structural dynamics, colloquially referred to as ‘molecular movies’, can give direct access to molecular geometry as a function of time, including the spatial distributions of functional groups, steric hindrances, or spatial electrostatic charge distributions.

A new generation of x-ray sources known as x-ray free-electron lasers (XFELs) have drastically advanced over the last 5 years. In 2009, the LCLS at Stanford became the first to successfully demonstrate free-electron lasing, similarly followed in 2011 by SACLA in Japan. New XFELs are under construction in Hamburg, Japan, Korea and Switzerland. Their unprecedented pulse intensity allows for crystal-free diffraction imaging of biomolecules, and the short duration and high intensity of the XFEL pulses means that ultrafast x-ray diffraction with spatial and temporal resolution is feasible. Recently, diffraction from aligned and unaligned gas-phase molecules was demonstrated at the LCLS.

Since time-resolved x-ray diffraction is set to emerge as a powerful tool for structural dynamics and photochemistry, it is important to con-
nect the experiments with modern computational methods used for the analysis and interpretation of experiments. We outline in this paper how the diffraction pattern of molecules can be calculated efficiently from multiconfigurational ab initio wave functions, connecting elastic x-ray scattering calculations with modern electronic structure methods. We examine the importance of the level of ab initio theory and the size of the basis set, and compare the ab initio x-ray diffraction patterns with those calculated by the independent atom model. We restrict ourselves to elastic x-ray scattering, and discussion of inelastic effects is left for future publications.

An interesting question in the context of structural dynamics is if x-ray scattering can be used to identify the electronic state of a molecule. Under specific conditions, x-ray diffraction from exceptionally long-lived electronic excited states in molecules has already been observed experimentally. We show that even comparatively small changes in the electronic state of molecules are sufficient to leave signatures in the diffraction pattern, making it possible, at least in principle, to observe the changes in electronic state that accompany a chemical reaction.

## 2 Theory

### 2.1 Elastic x-ray scattering

The total x-ray scattering cross section for an \( N_{\text{el}} \)-electron system, according to Fermi’s golden rule, can be written as:

\[
\frac{dI}{d\Omega} = \left( \frac{dI}{d\Omega}_{Th} \right) \sum_n \left( \frac{\omega_n}{\omega_0} \right) \left| \langle \Psi_n | \sum_{j=1}^{N_{\text{el}}} e^{i \mathbf{q} \mathbf{r}_j} | \Psi_\alpha \rangle \right|^2 ,
\]

where \( \left( dI/d\Omega \right)_{Th} = \left( \frac{\varepsilon^2}{2mc^2} \right) K \) is the Thomson cross section for an electron with mass \( m \) and charge \( e \) the electron mass and charge respectively, \( c \) the velocity of light, and \( K \) the polarization factor. Furthermore, \( \omega_n \) and \( \omega_0 \) are the frequencies of scattered and incident x-rays, and \( | \Psi_n \rangle \) and \( | \Psi_\alpha \rangle \) are the wave functions of the \( n \)th final and the initial state. The elastic scattering term in Eq. (1), for \( n = \alpha \), corresponds to the coherent scattering which plays a key role in x-ray structural determination. This term is commonly expressed by the molecular form factor, \( f^0(\mathbf{q}) \), defined as

\[
f^0(\mathbf{q}) = \langle \Psi_\alpha | \sum_{j=1}^{N_{\text{el}}} e^{i \mathbf{q} \mathbf{r}_j} | \Psi_\alpha \rangle ,
\]

where the momentum transfer vector, \( \mathbf{q} = (0, 0, k_z) \) in the direction of the scattering vector, \( \mathbf{k} \), is defined as the difference between the incident and the scattered wave vectors, with \( |\mathbf{k}| = |\mathbf{k}_0| \) for elastic scattering. The scattering angles \( \theta \) (radial) and \( \phi \) (azimuthal) give the direction of scattered radiation relative to the incoming x-ray, as shown in Fig. 1. For elastic scattering the amplitude of the scattering vector is \( |\mathbf{q}| = 2|\mathbf{k}_0| \sin \theta/2 \), i.e. it only depends on the radial scattering angle \( \theta \) with values \( 0 \leq |\mathbf{q}| \leq 2|\mathbf{k}_0| \). Following Eq. (1), the intensity of the elastic kinematic diffraction from an atom or molecule is proportional to the square amplitude of the scattering form factor, \( |f^0(\mathbf{q})|^2 \).

The focus of this paper is the elastic scattering specific to a particular geometry and electronic state of the molecule, meaning that the scattering factor is taken to be instantaneous and therefore time-independent. The form factor in Eq. (2) can be shown to be the Fourier transform of the elec-
where the $f_{\gamma}(q)$ is the scattering form factor for each isolated atom $\gamma$ in its ground state and $R_\gamma$ is the corresponding nuclear coordinate. The IAM approximation ignores the details of the electronic structure of the molecule, in particular the valence electrons responsible for chemical bonding.

In the present paper the form factor is determined analytically from the electron density via the $ab\initio$ wave function. We call this $ab\initio$ x-ray diffraction (AIXRD). Diffraction patterns calculated in this manner account for the specifics of each electronic state and the arrangement of the valence electrons, which ultimately is responsible for bonding and chemical reactivity. From the point of view of gas-phase experiments, we show that going beyond the IAM approximation is particularly valuable when a degree of spatial or rotational alignment is present.23,45–48 We proceed by defining the $ab\initio$ electron density, then show how the required Fourier transform of the electron density can be calculated efficiently, and finally present the results for a number of different molecules. This extends previous work by Debnarova et al.49 by deriving general analytic expressions for the Fourier transform of any Gaussian-type orbital, by examining the scattering from multiconfigurational wave functions, in particular in the context of excited states, and by investigating the relative merits, including computational efficiency and accuracy, of the IAM, the analytical AIXRD approach, and calculations using numerical FFT algorithms.

### 2.2 Electron density

In multiconfigurational $ab\initio$ theory the valence electrons are distributed over molecular orbitals in an active space which consists of electron configurations represented by Slater determinants. The multiconfigurational electronic state is therefore expanded as,

$$\Psi_\alpha = \sum_{i=1}^{N_{\text{conf}}} c_{\alpha,i} \Phi_{SD}^i,$$

where the $c_{\alpha,i}$ are the configuration interaction coefficients, $N_{\text{conf}}$ is the number of configurations included in the expansion, and $\Phi_{SD}^i$ are the Slater...
determinants for each configuration \( i \), given by
\[
\Phi_{SD}^i = \frac{1}{\sqrt{N!}} \sum_{p} (-1)^p P \Phi_H^i, \tag{6}
\]
with \( P \) the pair-wise permutation operator acting on the Hartree product \( \Phi_H^i = u_1^i(\mathbf{q}_1) \ldots u_N^i(\mathbf{q}_N) \).

The spin orbitals \( u_j^i(\mathbf{q}_j) \) are the products of the spin functions \( \chi(j) \) and the set of orthonormal spatial molecular orbitals, \( \phi_j(\mathbf{r}_j) \), used to construct each Slater determinant.

The electron density is given by the operator,
\[
\hat{\rho}(\mathbf{r}) = \sum_{j=1}^{N_d} \delta(\mathbf{r} - \mathbf{r}_j), \tag{7}
\]
which gives the total electron density as the sum of two components,
\[
\rho^{(Na)}_{\text{tot}}(\mathbf{r}; \mathbf{\hat{R}}, \alpha) = \langle \Psi_{\alpha} | \hat{\rho} | \Psi_{\alpha} \rangle = \rho^{(Na)}_{\text{diag}}(\mathbf{r}; \mathbf{\hat{R}}, \alpha) + \rho^{(0)}_{\text{nd}}(\mathbf{r}; \mathbf{\hat{R}}, \alpha). \tag{8}
\]
The diagonal component, \( \rho^{(Na)}_{\text{diag}} \), is a sum of the electron densities, \( \rho^{(Na)}_i \), for each of the Slater determinants,
\[
\rho^{(Na)}_{\text{diag}}(\mathbf{r}; \mathbf{\hat{R}}, \alpha) = \sum_{i=1}^{N_{\text{conf}}} c_{\alpha,j} \rho^{(Na)}_i(\mathbf{r}; \mathbf{\hat{R}}, \alpha) = \sum_{i=1}^{N_{\text{conf}}} c_{\alpha,j} \sum_{j=1}^{N_{\text{MO}}} b_j \vert \phi_j(\mathbf{r}) \vert^2 = \sum_{j=1}^{N_{\text{MO}}} a_j \vert \phi_j(\mathbf{r}) \vert^2, \tag{9}
\]
where the molecular orbitals have integer occupancies \( b_j \in \{0, 1, 2\} \) that are different for each configuration. Partial occupancies for the \( N_{\text{MO}} \) molecular orbitals are \( a_j = \sum_{i=1}^{N_{\text{conf}}} c_{\alpha,j} b_j^i \). The nondiagonal component in Eq. (8), \( \rho^{(0)}_{\text{nd}} \), corresponds to the cross-terms between different Slater determinants,
\[
\rho^{(0)}_{\text{nd}}(\mathbf{r}; \mathbf{\hat{R}}, \alpha) = \sum_{i=1}^{N_{\text{conf}}} \sum_{j=1}^{N_{\text{conf}}} c_{\alpha,i} c_{\alpha,j} \rho^{(0)}_{ij}(\mathbf{r}; \mathbf{\hat{R}}, \alpha). \tag{10}
\]

Since \( \hat{\rho}(\mathbf{r}) \) in Eq. (7) is an one-electron operator, the cross-terms \( \rho^{(0)}_{ij}(\mathbf{r}; \mathbf{\hat{R}}, \alpha) \) in Eq. (10) are nonzero only when the two Slater determinants differ by one single spatial orbital, in which case they evaluate to,
\[
\rho^{(0)}_{ij}(\mathbf{r}; \mathbf{\hat{R}}, \alpha) = \phi_{i'}(\mathbf{r}) \phi_{j'}(\mathbf{r}), \tag{11}
\]
where \( i' \) and \( j' \) are the indices of the spatial orbitals that are different in the two configurations. Note that we assume that orbitals and coefficients are real-valued throughout, e.g. \( c_{\alpha,i} = c_{\alpha,j}^* \) and \( \phi_{i'} = \phi_{j'}^* \).

The nondiagonal electron density \( \rho^{(0)}_{\text{nd}}(\mathbf{r}; \mathbf{\hat{R}}, \alpha) \) does not contribute to the net electron density since the integral of \( \rho^{(0)}_{\text{nd}}(\mathbf{r}; \mathbf{\hat{R}}, \alpha) \) is zero.

The basis set used to represent the spatial wave functions is of particular importance as Gaussian-type orbitals (GTOs) allow for many integrals, including the required Fourier integrals, to be calculated analytically. The molecular orbitals \( \phi_j(\mathbf{r}_j) \) are obtained as linear combinations of the basis functions \( G_k(\mathbf{r}) \),
\[
\phi_j(\mathbf{r}_j) = \sum_{k=1}^{N_{\text{BF}}} M^j_k G_k(\mathbf{r}), \tag{12}
\]
where \( M^j_k \) are the molecular orbital expansion coefficients determined by solving the Schrödinger eigenvalue equation via the \( \text{ab initio} \) self-consistent field (SCF) procedure, and the total number of basis functions \( G_k(\mathbf{r}) \) is \( N_{\text{BF}} \), with \( j \in N_{\text{MO}} = N_{\text{BF}} \). The density associated with each molecular orbital is therefore,
\[
\vert \phi_j(\mathbf{r}) \vert^2 = \sum_{k_1=1}^{N_{\text{BF}}} \sum_{k_2=1}^{N_{\text{BF}}} M^j_{k_1} M^j_{k_2} G_{k_1}(\mathbf{r}) G_{k_2}(\mathbf{r}), \tag{13}
\]
with a very similar expression for the cross-terms in Eq. (11), except that the term \( M^j_{k_1} M^j_{k_2} \) in Eq. (13) is replaced by \( M^j_{k_1} M^j_{k_2}' \). Each basis function \( G_k(\mathbf{r}) \), in turn, is a contraction of GTOs, \( g_s(\mathbf{r}) \), such that,
\[
G_k(\mathbf{r}) = \sum_{s=1}^{N_{\text{GTO}}} \mu^{s}_{k_1} \mu^{s}_{k_2} g_s(\mathbf{r}), \tag{14}
\]
where \( \mu^{s}_{k_1} \) are the basis set contraction coefficients for the primitive GTOs. The product \( G_{k_1}(\mathbf{r}) G_{k_2}(\mathbf{r}) \) in Eq. (13) becomes,
\[
G_{k_1}(\mathbf{r}) G_{k_2}(\mathbf{r}) = \sum_{s_1=1}^{N_{\text{GTO}}} \sum_{s_2=1}^{N_{\text{GTO}}} \mu^{k_1}_{s_1} \mu^{k_2}_{s_2} \phi_{s_1}(\mathbf{r}) \phi_{s_2}(\mathbf{r}). \tag{15}
\]
A Cartesian Gaussian-type orbital centered at co-
ordinates \( \mathbf{r}_s = (x_s, y_s, z_s) \) has the form,

\[
g_s(\mathbf{r}) = N_s(x - x_i)^{l_i}(y - y_s)^{m_i}(z - z_s)^{n_i} e^{-\gamma_s(\mathbf{r} - \mathbf{r}_s)^2},
\]

with exponent \( \gamma_s \), Cartesian orbital angular momentum \( L_s = l_s + m_s + n_s \), and normalisation constant \( N_s \),

\[
N_s = \left( \frac{2^{3/4}}{\pi} \right) \frac{2^{l_s + m_s + n_s}}{(2l_s - 1)! (2m_s - 1)! (2n_s - 1)!} |\frac{\gamma_s}{2}|^{(l_s + m_s + n_s + 3)/2}. \quad (17)
\]

Using the Gaussian product theorem\(^{50}\) for the product \( g_{s_1}^{k_1}(\mathbf{r}) g_{s_2}^{k_2}(\mathbf{r}) \) in Eq. (15) we get,

\[
g_{s_1}^{k_1}(\mathbf{r}) g_{s_2}^{k_2}(\mathbf{r}) = K_{s_1 s_2}^{k_1 k_2} g_{s_1 s_2}^{k_1 k_2}(\mathbf{r}), \quad (18)
\]

where \( K_{s_1 s_2}^{k_1 k_2} = \exp[-\gamma_{s_1}^{k_1} k_1 + \gamma_{s_2}^{k_2} k_2] / (\gamma_{s_1}^{k_1} + \gamma_{s_2}^{k_2}) \) and the new Gaussian, \( g_{s_1 s_2}^{k_1 k_2}(\mathbf{r}) \), has the exponent \( \gamma_{s_1 s_2}^{k_1 k_2} = \gamma_{s_1}^{k_1} + \gamma_{s_2}^{k_2} \) and is centered at \( \mathbf{r}_{s_1 s_2} = (\gamma_{s_1}^{k_1} + \gamma_{s_2}^{k_2}) \mathbf{r}_{s_2} \). The final step is to combine the equations above to express the total electron density, \( \rho_{\text{tot}}(\mathbf{r}; \mathbf{R}, \alpha) \), as a sum over Gaussian functions that are products of GTOs. This is done in the next section.

### 2.3 Fourier Transforms

The scattering form factor in Eq. (3) is the Fourier transform of the total electron density as given by Eq. (8),

\[
f^0(q; \mathbf{R}, \alpha) = \mathcal{F}_x[f_{\text{tot}}^{(N_a)}(\mathbf{r}; \mathbf{R}, \alpha)](q) = f^0_{\text{diag}}(q; \mathbf{R}, \alpha) + f^0_{\text{nd}}(q; \mathbf{R}, \alpha). \quad (19)
\]

From Eqs. (9), (13), (15), and (18), the form factor \( f^0_{\text{diag}} \), which corresponds to the diagonal electron density \( \rho_{\text{diag}} \), is given as,

\[
f^0_{\text{diag}}(s; \mathbf{R}, \alpha) = \sum_{\nu_{s_1}, \nu_{s_2}} \mathcal{M}^{k_1}_{s_1} \mathcal{M}^{k_2}_{s_2} \mathcal{M}^{n_{s_1} n_{s_2}}_{s_1 s_2} K_{s_1 s_2}^{k_1 k_2} \times \mathcal{F}_x[g_{s_1 s_2}^{k_1 k_2}(\mathbf{r})][q]. \quad (20)
\]

The form factor \( f^0_{\text{nd}} \), corresponding to the non-diagonal density \( f^0_{\text{nd}} \), is similarly obtained by using Eqs. (10) - (11) instead of Eq. (9),

\[
f^0_{\text{nd}}(s; \mathbf{R}, \alpha) = \sum_{i,j} \sum_{k_1, k_2} \sum_{n_{s_1}, n_{s_2}} \mathcal{M}^{i}_{k_1} \mathcal{M}^{j}_{k_2} \mathcal{M}^{n_{s_1} n_{s_2}}_{s_1 s_2} \mathcal{M}^{k_1 k_2}_{s_1 s_2} \times \mathcal{F}_x[g_{s_1 s_2}^{k_1 k_2}(\mathbf{r})][q]. \quad (21)
\]

where the delta function \( \delta_{ij} \) is 1 when the two determinants \( i \) and \( j \) differ by one spatial orbital only.

Since the Cartesian coordinates \( x, y, z \) are linearly independent and each Gaussian function can be written as a product of \( x \), \( y \), and \( z \) components,

\[
g_{s_1 s_2}^{k_1 k_2}(\mathbf{r}) = \prod_{r'=x,y,z} g_{s_1 s_2}^{k_1 k_2}(r'), \quad (22)
\]

the problem is reduced to the solution of one-dimensional Fourier transforms \( \mathcal{F}_x[g_{s_1 s_2}^{k_1 k_2}(x)](q) \). These can be determined analytically, making computations efficient. The one-dimensional Gaussians to be Fourier transformed take the general form,

\[
g(x; l) = x^l e^{-\gamma x^2}, \quad (23)
\]

where \( l \) is the Cartesian angular momentum quantum number. Solutions for increasing values of \( l \) can be obtained recursively via the standard Fourier relation,

\[
\mathcal{F}_x[x f(x)](q) = -i \frac{d}{dq} \mathcal{F}_x[f(x)](q). \quad (24)
\]

Using Eq. (24) it is possible to derive a general formula for the Fourier transform of Eq. (23) as,

\[
\mathcal{F}_x[g(x; l)](q) = \frac{i^l \sqrt{\pi e^{-q^2/4y}}}{2^{l/2} y^{(l+1)/2}} \sum_{p=0}^{l/2} (-1)^p l! y^p q^{l-2p} (l-2p)! p^1. \quad (25)
\]

which is valid for any integer \( l \) such that \( l \geq 0 \). The Fourier transform for Gaussians centered at any arbitrary coordinate \( x_0 \) can be found using the standard Fourier shift relation \( \mathcal{F}_x[f(x - x_0)](q) = \mathcal{F}_x[f(x)](q) \exp(i q x_0) \). Specific solutions for the Fourier transform of the product of two GTOs as they appear in Eq. (18) for cumulative values of \( l = l_1 + l_2 \) up to \( l = 4 \) are provided in Table 1.
Table 1: Fourier transforms of the product of two GTOs, $g_{12}(x; l_1, l_2) = (x - x_1)^{l_1}(x - x_2)^{l_2}e^{-\gamma_{12}(x-x_1)^2}$, with $\gamma_{12} = \gamma_1 + \gamma_2$ and $x_{12} = (\gamma_1 x_1 + \gamma_2 x_2)/\gamma_{12}$. The factor $a$ in the table is $a = (q/2\gamma_{12}) + x_{12}$.

<table>
<thead>
<tr>
<th>$l_1$ $l_2$</th>
<th>$\mathcal{F}(g_{12}(x; l_1, l_2))(l)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 0</td>
<td>$G_{00}(q) = \sqrt{\frac{\pi}{\gamma_{12}}} e^{-\frac{\gamma_{12}}{4}(x_1-x_2)^2}e^{i\gamma_{12}x_1x_2}e^{-\gamma_{12}/4}$</td>
</tr>
<tr>
<td>1 0</td>
<td>$(a - x_1) G_{00}(q)$</td>
</tr>
<tr>
<td>2 0</td>
<td>$(a^2 + \frac{1}{2\gamma_{12}} - 2x_1a + x_1^2) G_{00}(q)$</td>
</tr>
<tr>
<td>1 1</td>
<td>$(a^2 + \frac{1}{2\gamma_{12}} - (x_1 + x_2)a + x_1x_2) G_{00}(q)$</td>
</tr>
<tr>
<td>3 0</td>
<td>$\left{ a^3 - 3x_1a^2 + \left(3x_1^2 + \frac{3}{2\gamma_{12}}\right)a \right.$ $- \frac{3x_1}{2\gamma_{12}} - x_1^3 \bigg} G_{00}(q)$</td>
</tr>
<tr>
<td>2 1</td>
<td>$\left{ a^3 - (2x_1 + x_2)a^2 + \left(x_1^2 + 2x_1x_2 \right.$ $+ \frac{3}{2\gamma_{12}}\bigg)a - \frac{2x_1 + x_2}{2\gamma_{12}} - x_1^2x_2 \bigg} G_{00}(q)$</td>
</tr>
<tr>
<td>4 0</td>
<td>$\left{ a^4 - 4x_1a^3 + \left(6x_1^2 + \frac{3}{\gamma_{12}}\right)a^2 \right.$ $- \left(4x_1^3 + \frac{6x_1}{\gamma_{12}}\right)a + \frac{3x_1^2}{\gamma_{12}} + x_1^4 + \frac{3}{4\gamma_{12}} \bigg} G_{00}(q)$</td>
</tr>
<tr>
<td>3 1</td>
<td>$\left{ a^4 - 3x_1a^3 + \left(3x_1^2 + x_1x_2 \right.$ $+ \frac{1}{\gamma_{12}}\bigg)a^2 - \left(x_1^3 + 3x_1^2x_2 + \frac{9x_1 + 3x_2}{2\gamma_{12}}\right)a \right.$ $+ \frac{3x_1 + 3x_2}{2\gamma_{12}} + x_1^3x_2 + \frac{3}{4\gamma_{12}} \bigg} G_{00}(q)$</td>
</tr>
<tr>
<td>2 2</td>
<td>$\left{ a^4 - 2(x_1 + x_2)a^3 + \left(\frac{3}{\gamma_{12}} + x_1^2 + x_2^2 \right.$ $+ 4x_1x_2\bigg)a^2 - \left(2x_1^2x_2 + 2x_1x_2^2 + \frac{3(x_1 + x_2)}{\gamma_{12}}\right)a \right.$ $+ \frac{x_1^2 + x_2^2 + 4x_1x_2}{2\gamma_{12}} + x_1^2x_2 + \frac{3}{4\gamma_{12}} \bigg} G_{00}(q)$</td>
</tr>
</tbody>
</table>

3 Results and Discussion

3.1 Molecular geometry, basis sets and the IAM

Structural dynamics,\textsuperscript{24} or even static diffraction from aligned molecules,\textsuperscript{23,45} is the most obvious target for new gas-phase x-ray diffraction experiments, since molecular geometry and changes in the molecular geometry leave strong signatures in the diffraction pattern. This is directly linked to the fact that each nucleus is strongly associated with a large number of electrons, in particular the core electrons, which track the motion of the nuclei closely. This is exploited in the independent atom model, where the diffraction only depends on the relative positions of the individual atoms. The effect of the molecular geometry on the diffraction pattern is illustrated by the trans and cis isomers of cyclo-butadiene. The diffraction, $|f_0(q; \mathbf{R}, \alpha)|^2$, shown in 2b, 2d and 2f is calculated for 1.3 Å x-rays using CASSCF \textit{ab initio} wave functions obtained with the 6-31G(d,p) basis set. The scattering geometry is as shown in Fig. 1, with the molecules in the xy-plane. The scattering is given in terms of the radial angle $\theta$ (or equivalently the radius $|q|$) and the azimuthal angle $\phi$. Figure 2: Molecular geometry (left column) and x-ray diffraction (right column) for trans-, cis- and cyclo-butadiene.
butadiene, C₄H₆, shown in Figure 2. The molecular geometries and the associated diffraction patterns shown have been calculated using the complete active space self-consistent field (CASSCF) method in MOLPRO at the CASSCF(4,4)/6-31G(d,p) level, with 4 π-orbitals and 4 electrons in the active space. The energy of the geometry-optimized ground state is $E_{\text{trans}} = -154.985878$ a.u. for the trans and $E_{\text{cis}} = -154.980896$ a.u. for the cis isomer. The diffraction is calculated via Eq. (3) using Eq. (19), and is shown as $|f(q; R, \alpha)|^2$. Here, and onwards, a x-ray wave length of 1.3 Å is assumed, meaning that the maximum value of scattering angle $\theta = \pi$ corresponds to $|q| = 9.67 \text{ Å}^{-1}$. As can be seen in Fig. 2, changes in geometry lead to significant changes in the diffraction, demonstrating the feasibility of tracking for instance the isomerization of butadiene by x-ray diffraction.

Figure 2 includes cyclo-butadiene, C₄H₄, calculated at the same level of theory with the energy of the geometry-optimized ground state $E_{\text{cyclo}} = -154.716941$ a.u.. The cyclo-butadiene is not square but in a rectangular geometry due to the Jahn-Teller effect. Comparing the diffraction patterns for the three forms of butadiene shown in Fig. 2, it is evident that the point group of each molecule is reflected in the diffraction pattern. The molecular point groups are $C_{2h}$, $C_{2v}$, and $D_{2h}$ for trans-, cis- and cyclo-butadiene. Overall, the diffraction patterns retain the same symmetry elements as that of the molecule, except that in the case of the diffraction pattern of cis-butadiene shown in Fig. 2d an extra inversion appears because mirror images of this molecule give the same diffraction pattern. It is well worth noting, though, that with limited alignment such point-group symmetries will be lost.

Since the molecular geometry exerts such a strong influence on the diffraction pattern, one may ask if it is worthwhile to go beyond the independent atom model. In Fig. 3a, the difference between the IAM diffraction calculated by Eq. (4) and the AIXRD (ab initio x-ray diffraction) calculated via Eq. (3) from the ab initio wave function, are shown for benzene. The geometry and electronic structure of the benzene molecule are calculated at the CASSCF(6,6)/6-31G(d,p) level of ab initio theory, with 6 π-orbitals and six electrons in the active space. The energy of the geometry-optimized ground state is $E_{\text{benzene}} = -230.786833$ a.u. and the C-C bond lengths are 1.396 Å. The maximum difference between the ab initio diffraction and the IAM is 45% in Fig. 3a. The differences are particularly pronounced in specific regions, corresponding to specific pixels on the detector in a would-be experiment. As mentioned earlier, the origin of the difference between the AIXRD and the IAM are the valence electrons in benzene.
Next, we examine the effect of the level of theory on the diffraction pattern. In Fig. 3b, the diffraction pattern calculated at the CASSCF(6,6)/6-31G(d,p) level (i.e. the same as in Fig. 3a) is compared to diffraction calculated from the corresponding Hartree-Fock (HF) STO-3G wave function. Here, the maximum difference is significantly smaller and amounts to approximately 9%. Since the computer time required for the diffraction calculations scales with the square of the number of Gaussian primitives (GTOs) included in the wave function, this means that HF/STO-3G constitutes a good compromise if computational speed is of the essence and the molecule is in the electronic ground state. In practice, the calculation of the diffraction pattern from a HF/STO-3G wave function is approximately four times faster than from the corresponding CASSCF(6,6)/6-31G(d,p) wave function. Multiconfigurational methods, such as configuration interaction (CI) or CASSCF, are computationally expensive and require larger basis sets than the minimal STO-3G to produce accurate results, but are necessary in order to calculate excited states accurately. Although AIXRD constitutes a significant improvement over IAM diffraction patterns already at comparatively low levels of ab initio theory, it is necessary to use high-level ab initio theory to accurately reproduce the diffraction from electronically excited molecules. The possibility of identifying the electronic state of molecules based on x-ray diffraction is discussed in the next section.

3.2 Electronic structure in diffraction

One strength of AIXRD is its ability to predict the diffraction pattern for excited states and individual molecular orbitals. The diffraction patterns for individual molecular orbitals, as demonstrated by $\sigma$ and $\pi^*$ molecular orbitals in O$_2$ and assuming single electron occupancy, are shown in Fig. 4. The orbitals are calculated for the optimised geometry at the CASSCF(8,8)/6-31G(d,p) level, with 4 $\pi$ and 4 $\sigma$ orbitals and 8 electrons in the active space, with the ground state energy at the optimized geometry $E_{O_2} = -149.663091$ a.u. and the bond length 1.245 Å. Characteristic diffraction patterns for each molecular orbital type ($\sigma$, $\sigma^*$, $\pi$, $\pi^*$) can be determined, and the appearance of diffuse orbitals or dominant bonds can be studied by x-ray diffraction combined with AIXRD.

The more pertinent question is if it is possible to identify the electronic state of a molecule, or at least detect changes in the electronic state, by x-ray diffraction. The difficulty lies in the comparatively small number of valence electrons that change configuration during a transition between two electronic states, compared to the number of chemically inert electrons, which therefore dominate the diffraction signal. Especially during chemical reactions that are accompanied by structural changes, such as for instance a photochemical ring-opening or an isomerization reaction, it is non-trivial to distinguish the changes in the diffraction signal that are indicative of changes in the electronic configuration and those that are due to changes in geometry. Furthermore, experiments only excite a fraction of the molecules and there will always be a background of ground state molecules, which must be subtracted.$^{24,28}$
Figure 5: Diffraction from electronically excited states in 1,3-cyclohexadiene. (a) The diffraction pattern, $|f_0(q; \mathbf{R}_0, S_1)|^2$, for the first singlet $S_1$ excited state in the ground state geometry. (b) The difference diffraction pattern, $|f_0(q; \mathbf{R}_0, S_1)|^2 - |f_0(q; \mathbf{R}_0, S_0)|^2$, between ground and first excited states. Red areas are characteristic of the excited state and blue areas of the electronic ground state.

Figure 5a shows the diffraction pattern of the first singlet excited state, $S_1$, of 1,3-cyclohexadiene obtained by vertical excitation from the ground state, $S_0$. The ground state geometry was optimised at the CASSCF(6,6)/6-31G(d,p) level of theory, with 4 $\pi$-orbitals and 4 $\pi$-electrons plus 2 $\sigma$-orbitals and 2 $\sigma$-electrons in the active space, and then the ground and excited states were calculated at the optimized geometry. The ground and excited state energies at the optimized geometry are $E_{S_0} = -231.916756$ a.u. and $E_{S_1} = -231.668618$ a.u., respectively. Although the differences in the diffraction pattern between the ground and the first excited states, shown in Fig. 5b, are not large in absolute terms, they are nevertheless significant. The differences are particularly large in specific regions, shown in red or blue in Fig. 5b. In some pixels, the change in intensity, calculated as the ratio of $|f_0(S_0)|^2$ and $|f_0(S_1)|$, is up to 40%. Of course, the calculated diffraction patterns are calculated for static molecules, and in reality rotational and vibrational motion will blur the signal. However, sufficient differences to identify changes in the electronic state of the molecule may persist even once full rotational and vibrational averaging has been accounted for. Future work will take these considerations into account, but the results certainly highlight the value of alignment in gas-phase diffraction experiments.

3.3 Numerical calculations using FFT

Figure 6: Convergence of numerical calculations using FFT. The difference between the diffraction calculated by numerical FFT and the $ab$ initio analytical approach, $|f_{\text{AXRD}}^0(q)|^2 - |f_{\text{FFT}}^0(q)|^2$, is shown. The comparison is made for the ground state benzene molecule as a function of the radial angle $\theta$ with azimuthal angle $\phi = 0$. The FFT has been calculated on two different size electron density grids, $1024 \times 1024 \times 512$ and $2048 \times 2048 \times 1024$. The error in the FFT calculation, relative the $ab$ initio calculation, is on the order of 2.7% for the larger grid.

An alternative strategy to the analytic approach
to the calculation of elastic scattering discussed so far, is to represent the electron density in Eq. (8) on a spatial grid with regular spacing \( \Delta r \) and to Fourier transform the density numerically using a Fast Fourier Transform (FFT) algorithm. This approach is conceptually simple and benefits from the numerical efficiency of FFT algorithms. However, as we will demonstrate, its utility depends on the accuracy of the results required.

In order to avoid problems with aliasing, which can severely degrade the accuracy of the FFT, one must ensure that the Fourier transformed signal is contained within the Nyquist critical frequency \( q_c = 1/2\Delta r \), which is equivalent to saying that the grid spacing \( \Delta r \) must be sufficiently small to adequately represent the molecular electron density. However, in many cases the Nyquist frequency is greater than \( 2|k_0| \), meaning that to achieve the required resolution in the experimentally relevant region \( 0 \leq |q| \leq 2|k_0| \), a large total number of grid points must be used. This can be done by padding the electron density with trailing zeros, while ensuring that the resulting number of grid points, \( N_{\text{grid}} \), in each spatial direction is a power of 2 for optimal performance of the FFT algorithm. Since the three-dimensional FFT algorithm scales as \( (N_{\text{grid}} \ln N_{\text{grid}})^3 \), this quickly leads to significantly slower computations than might have been first anticipated. Additionally, there is a substantial overhead associated with the calculation of the electron density grid, a step which is bypassed in the analytic procedure since the Fourier transform is calculated directly from the wave function. A final advantage of the analytic approach is that we can choose exactly for which values of \( \mathbf{q} \) to calculate the Fourier transform, and the transform is only computed for those required values.

Fig. 6 shows the convergence of the FFT to the analytic result for benzene, as a function of grid size. Due to the inherent periodicity of the discrete Fourier transforms, the FFT values deviate more from the correct values close to the edge regions. The addition of a very large number of trailing zeros should in principle resolve this issue, although at significant computational cost. The larger grid in Fig. 6 reproduces the analytic results with approximately 2.7% accuracy. The accuracy could be improved further by increasing the grid size, i.e. both the size of the electron density grid and the number of trailing zeros, but the numerical FFT calculations then become quite slow due to \( (N_{\text{grid}} \ln N_{\text{grid}})^3 \) scaling and the increasing overhead cost for calculating the electron density on the grid.

4 Conclusions

We have shown how the diffraction pattern for molecules can be calculated efficiently from \textit{ab initio} multiconfigurational wave functions. We derive general analytical formulas for the Fourier transform of the electron density associated with any multiconfigurational wave function expressed in a Gaussian-type orbital basis. The use of analytic formulas bypasses the need to represent the electron density on a spatial grid followed by numeric Fourier transforms, leading to accurate and efficient calculations of elastic x-ray scattering.

The diffraction patterns calculated for isomers of butadiene demonstrate the potential of x-ray diffraction in tracking structural dynamics. We quantify the advantage of predicting x-ray diffraction patterns directly from \textit{ab initio} wave functions (AIXRD) compared to the ubiquitous independent atom model (IAM), and show that accounting for the delocalized and bonding valence electrons makes up to a 45% difference in specific scattering directions for the benzene molecule. In very isotropic samples, such as a hot gas, and for structural dynamics that is confined to the ground electronic state, diffraction patterns predicted by IAM are likely to be sufficient. However, we show that IAM can be improved upon at modest computational expense by calculating AIXRD using basic electronic structure methods such as Hartree-Fock SCF with a small basis set. Such calculations already improve significantly on the results produced by IAM, and are particularly worthwhile when some degree of alignment or orientation is present in the sample.

For electronically excited states one must use multiconfigurational electronic structure methods to obtain reasonable accuracy in the excited state wave functions and energies. As these methods require larger-than-minimal basis sets to produce accurate results, the computational effort to calculate the diffraction patterns also increases. On
the upside, it is clear that, at least for molecules with a degree of rotational or spatial alignment, it should in principle be possible to detect signature changes in the diffraction pattern that correspond to transitions between electronic states, for instance during a photochemical reaction. At sufficient experimental resolution, one can even envision characterizing spectroscopic states based on diffraction. Clearly, significant experimental challenges remain and the interpretation of the experimental data will be challenging, in particular in terms of separating out contributions from nuclear motion and changes in the electronic structure of the molecule.

With regards to computations, the conclusion is that we have a hierarchy of approaches. The independent atom model is the fastest by some margin, and gives adequate results in many situations. Results of intermediate quality are obtained most quickly by the numerical FFT approach. An advantage of the FFT approach is that it is not limited to Gaussian-type orbital basis sets, and can therefore straightforwardly be combined with e.g. plane-wave density functional theory calculations. The FFT approach holds a particular advantage over the analytical approach when fully rotationally averaged diffraction is required, as the rotational averaging can be done on the electron density grid, and then only a single one-dimensional FFT must be performed. The analytical approach is superior whenever high accuracy is required. For instance, capturing the comparatively small differences between ground and excited states with the numerical FFT approach would be challenging. In the context of time-dependent x-ray scattering, where the signals are quite weak in terms of the percent change in intensity, the added confidence from having accurate elastic cross-sections given by the analytic approach is valuable.

5 Future prospects

In future work, we plan to account for the full electronic and rotational-vibrational nuclear dynamics during a photochemical reaction, and determine the level of detail that is retained in the diffraction once the full averaging over nuclear and electronic degrees of freedom has been accounted for. We will also examine inelastic scattering effects, partially within the context of Fermi’s Golden Rule via Waller-Hartree theory, but also in the context of coherent dynamics probed by ultrashort coherent x-ray pulses. One area of intense research at the new XFELs, such as the LCLS and the European XFEL, is crystal-free protein structure determination. It is likely that such studies would benefit from ab initio diffraction patterns, along the lines presented in this paper, to interpret their diffraction data, and perhaps also by accounting for radiation damage explicitly. Finally, one should note that the theory presented in this paper can easily be modified to account for elastic electron scattering, rather than x-ray scattering, by replacing the electron density in Eq. (19) (or equivalently Eq. (3)) with a charge density that includes the nuclear charges.

Structural dynamics based on time-resolved elastic x-ray scattering has the potential to advance our experimental and theoretical understanding of how nuclei and electrons move during chemical reactions, and in particular our understanding of photochemical reactions, taking us towards the ultimate goal of de novo design of materials and molecules with specific optical, electric, photochemical or mechanical properties.
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