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ABSTRACT

Many methods have been applied to examining thaagpof existing distribution networks to
accept distributed generation (DG). One aspectinggsom existing approaches is the capability to
efficiently site and size a predefined number ofsD@&ere, a hybrid method employing genetic
algorithms and optimal power flow aims to overcothes shortcoming. It could be applied by
Distribution Network Operators to search a netwinkthe best sites and capacities available to
strategically connect a defined number of DGs amarigrge number of potential combinations.
Some applications of the proposed methodology & WK under current Ofgem financial
incentives for DNOs confirmed its effectivenesssiting and sizing an assigned number of DG

units.

Keywords: — distributed generation, power flow analysis, optnization methods, power

generation planning.



1 INTRODUCTION

Distributed generation (DG) creates a variety ofirgecumented impacts on distribution network

operation and implies significant changes to plagrand design practices [1]-[4]. One area of
interest is in providing Distribution Network Opé&rses (DNOs) with the means to make best use of
the existing network with DNOs encouraging develeptrat the most suitable locations by issuing
information to developers regarding the existenicepare connection capacity or from locational

signals created by connection pricing. As such, BNMé&yuire methods of quantifying the capacity

of new DG that may be connected to distributionoeks without the need for reinforcement.

This task has attracted significant research istength a wide range of methods, objectives and
constraints being applied within two broad appreschlrhe first approach aims to site DG of
discrete, pre-specified, capacities at the bests,sitequiring the use of methods like genetic
algorithms (GAs) able to handle discrete formulagi¢b], [9]-[13]. The discrete formulation of DG
capacity will not provide a truly optimal solutiowhile the use of multiple capacities extends the
search space significantly. The second approadhiresgnetwork locations of interest to be pre-
specified with algorithms guiding capacity growtithin network constraints. The methods tend to
use continuous functions of capacity solved usirgghwds like optimal power flow [4]-[6], linear
programming [7] or gradient search [14] which arbust and repeatable. A downside is that where
a large number of locations are searched the peda@ptimal solution may contain a number of
sites with very small available capacities. Althbugathematically correct, the upfront costs of
connection indicate that the very small plant woodd be economic. However, the requirement to
pre-specify locations is the major issue with thgproach as the determination of the overall
combination of locations is defined B@.. With r DG to be located in a network ntbuses, finding
the best set is a significant effort beyond thesitabty of manual searches for even a small

distribution network.

Both approaches require capacity or location tgfgespecified. Here, a method is presented that
overcomes these limitations. It is a hybrid methbdt uses a GA to search a large range of
combinations of locations, employing OPF to defmailable capacity for each combination.

Although this is achieved at the expense of reggithe number of DG units to be pre-specified

this opens up the potential to examine the benefisérategic placement of small numbers of DG.

The paper is set out as follows: Section 2 setdlmibasis for the hybrid DG capacity evaluation
approach; Section 3 presents a case study usirigahehich is discussed further in Section 4.



2 CAPACITY EVALUATION

The capacity of the existing network to accept B@lefined by a range of constraints imposed by
statute (e.g., voltage limits), equipment spediftca(e.g., thermal limits on lines and transforg)er
or other operational or planning limits. In linetkviexisting DNO practice in the UK these
assessments are made assuming the traditional wasst situation of maximum DG output at

minimum load which provides the largest reverse gralows and voltage rise [1], [15]-[18].

The hybrid method requires the user to define timalrer of DG units to be connected. The Genetic
Algorithm generates combinations of locations fréimose available in the network. For each
combination of locations, an optimal power flowpsrformed to define the capacity available; this
information is fed back to the GA which searchestlfie ‘DNO optimal’ connectable capacity. In
doing this the method should deliver the best looatas well as the capacities available for a-user
specified number of DG. The methodology is showrFig. 1 and explained in more detail as

follows.

21 UK Context

The optimal DG capacity is deemed to be from thiatpaf view of the DNO. Clearly, the attitude
of the DNO is dependent on the actual or perceibedefits or costs associated with DG
connection, and these will vary between systemsigAificant driver of the costs and benefits will
be the regulatory rules or incentives applicabl®@. Here, we are using the current arrangements

in force in the UK as the basis for decision-making

In the 2005 distribution price control [19], [2Qhe UK regulator, Ofgem set out the regulatory
environment for DNOs for a five year period. An entive scheme for connecting DG was
introduced wherein DG developers pay annual digtion use of system charges to the DNO
(rather than the full upfront cost of connectiof)ese consist of a charge based on 80% of the total
cost of the reinforcement works (if any) requirecconnect the DG, a capacity charge of £1.50/kW
of DG capacity installed (in lieu of direct recoyenf the remaining 20% of the reinforcement
assets) and an operations and maintenance (O&Mpehat £1/kW of DG capacity installed to
recover operational costs relating to the reinforeet. As such, where DG is connected such that

no reinforcement is required the DNO directly bésdfy £2.50/kW of capacity installed.

The price control also introduced an incentive sohdo reduce losses. The regulator sets a target
loss level for each DNO and DNOs are rewardeds$és are below this and penalised if they are
above: each unit of loss is valued at £48/MWh (042 values). While the impact of DG on losses
is site and time specific, depends on the DG teldgyoand control of reactive power, there is a
tendency for losses to follow the U-shape trajgctas Fig. 2 illustrates [21]. Specifically, losses

begin to decrease when connecting small amourii&otapacity until they achieve their minimum
3



level. If DG capacity still increases, then losbegin to rise. It is worth pointing out that at tmig
DG capacities, losses can become larger than thidkeut DG connected. As such, the DNO is
financially exposed to the impact of significantiwnes of DG connections and while there is some

protection offered by limits on loss adjustmentdas, this does not apply to 11 kV systems.

2.2 Capacity evaluation with OPF

For a given set of locations, the network capaaitgilable for new DG can be found using OPF
following the approach of [4] and [6]. The maximid& capacity can be determined by modelling
DG as generators with negative cost coefficients.nBnimizing the (negative) cost of all these
generators, the DG capacity and benefit resultiogfit are maximized. The available capacity is
dictated by a range of network planning and DG mbmbnstraints.

Although there is great interest in active managenoé distribution networks (e.g., [15], [22]),
there are difficulties associated with coordinatoogtrol of DG and other network elements. Here,
the traditional approach of operating DG in powaatér control mode is assumed, necessitating the

power factor constraint [22]:

cosg, = PQ/JPQ2 +Q; =const . (1)

The safe operation of power system equipment aralitguof supply requires voltages to be

maintained close to nominal;
Vpmin <y < ypmax (2)

whereV,™" andV,™ are the lower and upper bounds of the bus voltagd@he thermal capacity,

S™, of each line or transformei,also sets a limit to the maximum apparent po&etransfer:

S < 5™ 3)

For simplicity, other constraints on DG penetratsuth as fault levels are not considered here but
could be included within the methodology as illagéd in [6] or [8].

Earlier versions of the OPF approach [4], [6], p8pvided an objective function that was dependent
only on the capacity of the DG connected. It canab@apted, instead, for the specific DNO
requirements in force in the UK specifying incee8vor DG connection and losses:

n
forr = Z;Cg (Ry)-c0 (PLBM - PLACT) (4)
=



Here Cy4(Py) is the benefit or incentive (E/kW per year) ohnecting a generatg of capacityPy,
C. represents the value of the loss incentive asexppd the difference between the actual level of

losses PLACT and the target IosseE’LBM . As the target losses are specified by the reguyléathas

been assumed that the DNO’s target loss leveleiséime as those in the absence of new DG. The
addition of loss incentives results in a more ssiitated problem than loss minimisation or

capacity maximisation alone as there is a traddetfiveen extra DG capacity and loss reduction.

2.3 Genetic Algorithm

The genetic algorithm searches the combinatiori3Gfocations arising from the specified number
of DG. The GA randomly generates a population ¢itsans by defining a set of bus combinations
with each combination represented by a vector t&#gers identifying individual buses. For each
combination of locations in the population the rdsOPF calculates the optimal capacities and
losses considering the worst case of minimum |d#gd-[18], according to the objective function
defined in (4).

For each generation, a new set of improved indalglis created by selecting individuals according
to their fitness according to a normalized geomeatanking scheme. After the new population is

selected genetic operators are applied to sel@atipdduals: simple crossover (randomly selected

cut-point dividing each parent into two) and binarytation (changes each of the bits of the parent
based on the probability of mutation). An elitismechanism ensures the survival of the best
performing combination. The iteration process curs until the process reaches the maximum
number of iterations or the best individual faits ilmprove beyond a specified amount over a

specified number of generations.

Further, an alternative chromosome representafiamdoviduals, considering both the number and
location of DG units, without the number constrd28], suggests that the methodology should be

entirely flexible.

The entire method has been implemented in the blalaironment, incorporating some features
of the MATPOWER suite [24]. Its use is illustratiedthe following case study to identify the best

combinations of a specified number of DG within teswork.

3 CASE STuDY

The method was applied to an 11-kV radial distitnutsystem comprising two substations, four
feeders, 69 nodes and 78 branches (including nbrimén tie lines) [25]. The network is shown in
Fig. 3 while detailed network data is given in Fable 1. The system was assumed to be operated
under UK regulation voltage limits of 6% of nomimaith thermal limits of 3 MVA for all lines.



All DG units were assumed to have fixed 0.9 laggmogver factors. The total active and reactive
power are 4.47 MW and 3.06 MVAr respectively, white loss target, evaluated for conditions
without any DG unit installed on the network, i2ZB MW. The objective functions use the
incentives currently in force in the UK: a benddit £2.50 per year for every kW of new DG
connected as well as a penalty/reward of 4.8p/k\@hldsses increase/reduction relative to the

target.

The GA has a population size of 30 and the algarighops if improvement of the best objective
function value is below a threshold of £0.01/houero50 generations or the number of generations
exceeds 300. These values were found to guarahteecdnvergence of the algorithm to a

satisfactory solution.

3.1 Analyses

In demonstrating the approach, several analysel®rexp series of issues: identification of spare
capacity in the network foe accommodating DG; tleediit of larger numbers of DG; and the
impact of the loss incentive on optimal capacity.

A series of simulations were run to define the mpticonnection points and capacities for sets of 3,
5, 7 and 9 potential DG units. Given the 67 possililes these represent search spaces of 4.79x10
9.66x16, 8.70x18 and 4.28x1¥ combinations, respectively. Each simulation isaialyf lengthy
process, but the duration is reasonable giventthtegic nature of the process.

3.2 Results

The optimal locations and capacities for the foomugations are shown in Table 2 and illustrated in
Fig. 4. Bus 35 appears in all four cases, whileebu) (e.qg., for 5, 7 and 9 DG search) and 62, (e.g.
for 3, 5 and 9 DG search) appear in three assessntéme other locations appear in two of the

assessments.

It appears that many of the optimal locations aarno the centre of the feeders, often close to
branch points. There is logic to this as they tatid to supply load at the end of the feeders whils
exporting modest amounts to the loads nearer tsubestation. It is also apparent that the law of
diminishing returns applies as, although overaliraxtable capacity increases with the number of
DGs, the rate of increase falls. This will mainky Bue to the opportunity to ‘spread’ capacity by
connecting more but smaller DG and, to a largergxt®ill be influenced by the loss incentive

which will tend to promote a more even spread qdacity. This finding supports the logic of

promoting micro-generation within domestic and caoeneral properties, at the extreme end of the

distributed generation spectrum.



The change in DNO incentive resulting from the @xtion and loss incentives is shown in Table
3. It is clear the overall incentive payments iase with the number of DGs increase, albeit by just
over £2.79/hour. The interesting issue is the macofper contribution from the loss improvement
incentive relative to that for connection. In saythat, the imbalance reduces as the number of DGs
goes up: the ratio of the loss and connection itnes drops from 10.48 to 7.34 when DG numbers
increase from 3 to 9. This occurs as the connedtioantive rises by nearly 81% over this range
while the loss incentive rises by only 27%. Thiswdoappear to suggest a law of diminishing

returns as far as loss improvement goes.

The impact of the loss incentive can be exploredcbgtrasting the results from the GA-OPF
procedure with the optimal capacities suggestedro@PF applied to the same nodes with only the
connection incentive as an objective. While thiymat represent the best combinations of 3, 5, 7
and 9 DGs anywhere in the system, Table 4 does sbawve significant differences with the earlier
results. Firstly, the connectable capacities areeusally bigger than before while the benefit from
the loss incentive becomes a significant penalthéfour cases so that the total incentive becomes
a penalty for the cases with 5, 7 and 9 DGs bec#usdoss penalty exceeds the connection
incentive. The improvement in DG capacity from adagng more locations seems less clear,
particularly as the maximum capacity across the ftmses occurs when considering 5 locations.
This is as a direct result of these locations rendp the optimal ones under the altered objective
function. In the 5 DG case, the connection of gdadG unit of 3.35 MW at bus 35, and of three
medium DG units, namely a 1.13 MW unit at bus 4,32 MW unit at bus 62 and a 1.26 MW unit
at bus 26, creates significant losses due to therse power flows and this explains the larger

decrease of loss incentive for the DNO in this case

4  DISCUSSION

The method presented here attempts to overcoméationis in evaluating network capacity to
absorb DG by avoiding the pre-specification of @i or location within approaches described in
the literature. This hybrid of OPF and GA technguymovides a means of finding the best
combination of sites within a distribution netwddt connecting a predefined number of DGs. As
such, it would allow DNOs to search a given netwfnkthe best sites to strategically connect a
small number of DG among a large number of poteatimbinations. While current UK incentives
have been used as a basis for guiding the sedtemadive objective functions would make its
application in other systems feasible [21].

The simulation results showed the method allowheyDNO to improving earnings, primarily by
reducing network losses. On the basis of the sitimmaesults DNOs could guide DG connections

during time to achieve better network exploitataomd avoiding network ‘sterilisation’ [4].



It is clear that the use of both connection ands-lesluction incentives alters the ‘optimal’
capacities and locations. Given the much largeentice offered for loss reduction it is apparent
that this tends to limit DG penetration relativethat allowed by the network constraints. It would
be natural therefore for the DNO to seek to guideetbpment at locations most favourable to it.
These sites, however, may not be optimal from therenmental point of view which is likely to
benefit from the connection of greater amountsesfewvable energy sources. This issue clearly
warrants further investigation and the authors @rgently investigating appropriate means of
exploring this issue [26]. A key limitation of tle@proach is that it does not consider the bengfit o
the DG in deferring network upgrades, nor consitierbenefits associated with network upgrading

in terms of enhanced DG capacity.

The method developed to analyse the optimal coromeof essentially deterministic energy sources
(e.g., CHP) within the deterministic network coasits applicable in the UK. However, it could be
adapted to cope with variable energy sources anbapilistic network constraints in order to

develop a cost-benefit model for network capacity.

5 CONCLUSIONS

A method combining optimal power flow and genetigoaithms aims to provide a means of
finding the best combination of sites within a disition network for connecting a predefined
number of DGs. In doing so it overcomes known latidns inherent in current available techniques
to optimize DG capacity. Its use would be to endlNOs to search a network for the best sites to

strategically connect a small number of DGs amolagge number of potential combinations.
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Table 1: 69-bus system data

. R X P (r-bus) | Q (r-bus)
n.line s-bus r-bus Q) Q) (kw) (KVAN)
1 1 2 1.0970 1.0740 100 90
2 2 3 1.4630 1.4320 60 40
3 3 4 0.7310 0.7160 150 130
4 4 5 0.3660 0.3580 75 50
5 5 6 1.8280 1.7900] 15 9
6 6 7 1.0970 1.0740 18 14
7 7 8 0.7310 0.7160 13 10
8 8 9 0.7310 0.7160 16 11
9 4 10 1.0800 0.7340 20 10
10 10 11 1.6200 1.101d 16 9
11 11 12 1.0800 0.7340 50 40
12 12 13 1.3500 0.917( 105 90
13 13 14 0.8100 0.5500 25 15
14 14 15 1.9440 1.3210 40 25
15 7 68 1.0800 0.7340 100 60
16 68 69 1.6200 1.1010 40 30
17 1 16 1.0970 1.074(Q 60 30
18 16 17 0.3660 0.358( 40 25
19 17 18 1.4630 1.4320 15 9
20 18 19 0.9140 0.895( 13 7
21 19 20 0.8040 0.787( 30 20
22 20 21 1.1330 1.110d 90 50
23 21 22 0.4750 0.465( 50 30
24 17 23 2.2140 1.5050 60 40
25 23 24 1.6200 1.110d 100 80
26 24 25 1.0800 0.7340 80 65
27 25 26 0.5400 0.367( 100 60
28 26 27 0.5400 0.367( 100 55
29 27 28 1.0800 0.7340 120 70
30 28 29 1.0800 0.7340 105 70
31 1 30 0.3660 0.358(0 80 50
32 30 31 0.7310 0.7160 60 40
33 31 32 0.7310 0.7160 13 8
34 32 33 0.8040 0.787( 16 9
35 33 34 1.1700 1.1450 50 30
36 34 35 0.7680 0.752( 40 28
37 35 36 0.7310 0.7160 60 40
38 36 37 1.0970 1.0740 40 30
39 37 38 1.4630 1.4320 30 25
40 32 39 1.0800 0.7340 150 100
41 39 40 0.5400 0.367( 60 35
42 40 41 1.0800 0.7344 120 70
43 41 42 1.8360 1.2480 90 60
44 42 43 1.2960 0.881( 18 10
45 40 44 1.1880 0.807( 16 10
46 44 45 0.5400 0.367( 100 50
47 42 46 1.0800 0.7340 60 40
48 35 47 0.5400 0.367( 90 70
49 47 48 1.0800 0.7344 85 55
50 48 49 1.0800 0.7340 100 70
51 49 50 1.0800 0.7344 140 90
52 1 51 0.3660 0.358(0 60 40
53 51 52 1.4630 1.4320 20 11
54 52 53 1.4630 1.4320 40 30
55 53 54 0.9140 0.895( 36 24
56 54 55 1.0970 1.0740 30 20
57 55 56 1.0970 1.0740 43 30
58 52 57 0.2700 0.183( 80 50
59 57 58 0.2700 0.1830 240 120
60 58 59 0.8100 0.5500 125 110
61 59 60 1.2960 0.881( 25 10
62 55 61 1.1880 0.807( 10 5
63 61 62 1.1880 0.807( 150 130
64 62 63 0.8100 0.5500 50 30
65 63 64 1.6200 1.1010 30 20
66 62 65 1.0800 0.734( 130 120
67 65 66 0.5400 0.367( 150 130
68 66 67 1.0800 0.7344 25 15
69 9 50 0.9080 0.7260 - -

19



70 9 38 0.3810 0.244(Q
71 15 46 0.6810 0.544(
72 22 67 0.2540 0.203(
73 29 64 0.2540 0.203(
74 45 60 0.2540 0.203(
75 43 38 0.4540 0.363(
76 39 59 0.4540 0.363(
77 21 27 0.4540 0.363(
78 15 9 0.6810 0.544(Q
79 67 15 0.4540 0.363(

TABLE 2 OrTIMAL DG LOCATION/CAPACITIES

CAPACITY ADDED [MW]
BUs 3DG 5DG 7DG 9DG
4 0.9421 0.4686
0.6404
6 0.2315
13 0.2679 0.2436
21 0.2647
26 0.7395 0.7606
27 0.7337 0.6775
35 1.0314 0.7638 0.7639 0.7641
40 0.7106 0.7178 0.7243
57 0.7892 0.7519
62 0.8904 0.8903 0.7072
65 0.6529
Total 2.6614 4.0674 4.5658 4.8334




TABLE 3 Optimal capacity and incentives

3DG 5DG 7DG 9DG
ToTAL CAPACITY [MW] 2.6614 | 4.0674| 4.5658 4.8334
CAPACITY/MINIMUM LOAD RATIO (%) | 59.53% | 90.99% 102.14%608.13%
DG INCENTIVE [E/HOUR] 0.7595 1.1607 1.3030 1.379b
LOSS INCENTIVE[£/HOUR] 7.9607 | 9.5705| 9.9700 10.1293
TOTAL INCENTIVE [E/HOUR] 8.7202 | 10.7314 11.272p 11.5991

TABLE 4 Capacities and incentives with losses aaditfrom objective function

3DG 5DG 7DG 9DG
TOTAL CAPACITY [MW] 5.647 6.987 6.9763 6.9572
DG INCENTIVE [E/HOUR] 1.6118 1.9939 1.9910 1.9855
LOSS INCENTIVE[E/HOUR] -0.7156 | -3.0800f -3.9612 -3.7217
TOTAL INCENTIVE [E/HOUR] 0.8960 | -1.1011| -1.9703 -1.7362
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