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ABSTRACT

Tidal currents represent an attractive renewable energy source particularly because of their predictability. Prospective tidal stream development sites are often co-located in close proximity. Under such circumstances, in order to maximise the exploitation of the resource, multiple tidal stream turbine arrays working in tandem would be needed. In this paper, a continuous array optimisation approach based on the open source coastal ocean modelling framework Thetis is applied to derive optimal configurations for four turbine arrays around Zhoushan Islands, Zhejiang Province, China. Alternative optimisation scenarios are tested to investigate interactions between the turbine arrays and their hydrodynamic footprint. Results show that there are no obvious competition effects between these four arrays around Hulu and Taohua Island. However, significant interactions could arise among the three turbine arrays situated around Hulu Island, with a maximum decrease in average power of 42.2%. By optimising all turbine arrays simultaneously, the competition effect can be minimised and the cost of energy reduced as less turbines are required to deliver an equivalent energy output. As for the potential environmental impact, it is found that the turbine array around Taohua Island would affect a larger area than turbine arrays around Hulu Island.

1. Introduction

Tidal stream energy represents a promising alternative renewable energy source that could offset the use of fossil fuels in the future (Zheng and Zhang, 2015). Since it is predictable (as opposed to wind, solar and other renewable energy sources), sustainable and relatively friendly to the environment, much attention has been paid to tidal stream energy. In particular, a key focus has been the evaluation of the resource at local and regional scales, and the determination of appropriate means to harness this resource effectively. Many countries have rich tidal stream energy resource (Hammons, 2008; Grabbe et al., 2009; Defne et al., 2012; Kim et al., 2012; Moore and Boyle, 2014). In China, the resource is estimated at 13.95 GW, half of which is contained in the waters of Zhejiang province (Wang et al., 2011). The area around Zhoushan Islands, within Zhejiang province, has the highest potential tidal stream energy resource. The maximum tidal stream velocity in the channel between Hulu Island and Putuoshan Island is above 1.7 m/s and the water depth varies from 20 m to 60 m (Wang et al., 2010). Therefore, the first tidal stream energy demonstration project with a turbine testing function in China is located there. In this paper, the deployment of multiple nearby tidal stream turbine arrays in this area are considered to explore potential competition effects between them as well as their influence on the wider hydrodynamic environment.

Tidal stream turbines have been studied extensively both physically and numerically (Chen, 2015; Zhang et al., 2020b). A typical result based upon investigation of a single turbine in a simple idealised channel is that the flow velocity would recover to approximately 80% of its free stream value within a distance of 20D (where D is the diameter of the turbine) downstream of the turbine. The percentage comes close to 100% within 40D downstream of the turbine (Zhang et al., 2017, 2020c). It should be noted that these values will be strongly affected by real world flow structures including ambient turbulence levels. Nevertheless, these empirical results allow for generic array design guidelines to be drawn up based upon ideal conditions.

However, in realistic applications turbine arrays in the future are likely to contain dozens if not hundreds of individual devices, which leads to a far more complex engineering design challenge. As such, optimising a tidal stream turbine array’s configuration in order to extract tidal stream energy as efficiently as possible remains an active research topic. When turbines are deployed in a staggered manner, previous work has found a 5D row-spacing to be a sensible approach (O’Doherty et al., 2011; Fallon et al., 2014). The appropriate lateral distance between turbines in the same row has previously been identified to be in the order of 2.5D (Bai et al., 2013). However, these approaches do not take account of local flow variations which will mean that the optimal design will be more complex than what can be defined through uniform inter- and intra-row spacing values. Alternatively, Funke et al. (2014) proposed a more flexible gradient-based optimisation method which improves the
micro-siting of individual turbines within an array in an arbitrary manner, with only bound constraints on the locations turbines can occupy (e.g. the lease area) and a minimum turbine spacing. This leads to an unstructured, non-simply-staggered, layout which is able to yield more efficient performance. This approach has already been used to design a turbine array around Zhoushan Island and notable improvement was achieved in terms of the energy yield (Wang et al., 2017; Zhang et al., 2020a).

While a larger number of turbines in an array can, up to a point, increase yield, it will generally also lead to a more significant impact on the hydro-environment. Tidal elevation may increase upstream of the turbine array, and decrease downstream leading to the formation of a hydraulic gradient driving the flow (De Dominicis et al., 2017). Tidal velocities are also generally reduced overall within the array through energy extraction and dissipation as the flow interacts with turbines. Meanwhile, velocity magnitude can be increased at the sides of the array as bypassing flow is redirected towards areas of lower resistance (Chen et al., 2013). In addition, the environmental impact of energy extraction is not necessarily restricted to the immediate vicinity of the turbine array, and a far-field area may also be impacted (Ahmadian et al., 2012; Martin-Short et al., 2015; du Feu et al., 2017, 2019).

Although the above studies have considered the challenge of improving an array’s performance and investigated their impact, fewer consider multiple nearby but distinct arrays which would become common with the development of the tidal stream energy industry. Assuming that arrays are not designed simultaneously, then negative interactions may influence an array’s performance and this potential impact should be explored. In addition, cumulative impacts on the environment may scale nonlinearly and add complexity as the number of arrays developed increases. Funke et al. (2016) developed and applied a gradient-based approach to optimise four arrays in the Pentland Firth, both individually and simultaneously. The result showed that there can be a clear difference between these two optimisation strategies. More recently, Goss et al. (2018, 2020) applied a similar approach using the Thetis model to the Alderney Race region and studied the competition effects between two directly adjacent turbine arrays.

In this paper Thetis is used to simulate the tidal flow around Zhoushan Islands, China under realistic conditions. Compared to the OpenTidalFarm (OTF) model used in previous studies (Funke et al., 2014, 2016; Zhang et al., 2020a), Thetis uses an improved discretisation method (Kärnä et al., 2018) to model the tidal dynamics, but uses the same adjoint-based optimisation strategy as in (Funke et al., 2016). Specifically, when solving the governing partial differential equations (PDEs), Thetis uses a discontinuous Galerkin based method for the spatial discretisation while OTF uses a continuous method, which leads to improvements in the accuracy of the hydrodynamic simulation. Four turbine arrays, one around Taohua Island and three around Hulus Island, are optimised under different optimisation scenarios to maximise the total energy output. The interaction effects between these turbine arrays are studied and the hydrodynamic impacts are analysed. This study thus provides insight and guidance for the development of tidal stream energy generation in the Zhoushan Islands region subject to the objective of maximising total energy output.

2. Numerical Model

2.1. Hydrodynamic Model

The tidal flow around Zhoushan Islands is simulated using Thetis (https://thetisproject.org/), an open source coastal ocean modelling framework. Thetis is implemented using the Firedrake (https://firedrakeproject.org/) framework which is a code generation system for the solution of PDEs using the finite element method (FEM). Thetis has previously been applied to a number of tidal hydrodynamics applications, including the assessment of tidal energy schemes (Angeloudis et al., 2018; Harcourt et al., 2019; Angeloudis et al., 2020; Goss et al., 2020) and their hydro-environmental impacts (Vouriot et al., 2019; Baker et al., 2020). In this study, the elevation and velocity fields comprising the hydrodynamics are obtained by solving the nonlinear shallow water equations in their non-conservative form:

$$\frac{\partial \eta}{\partial t} + \nabla \cdot (H \mathbf{u}) = 0,$$

$$\frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} - \nu \nabla^2 \mathbf{u} + f \mathbf{u} \perp + g \nabla \eta = -\frac{\tau_b}{\rho H} - \frac{c_t}{\rho H} \| \mathbf{u} \| \mathbf{u},$$

(1)

where $\eta$ is the free surface displacement, and $t$ is time. $H$ is the total water depth, $\mathbf{u}$ is the depth-averaged velocity vector and $\nu$ is the kinematic viscosity of water. $f = f_0 + \beta y$ is the Coriolis frequency (Goss et al., 2018), with $f_0 = 2\omega \sin(\zeta)$ and $\beta = \frac{1}{R} 2\omega \cos(\zeta)$, where $\omega$ is the angular frequency of the Earth’s rotation and $\zeta$ is the latitude which is set to the value at the middle of the domain. In turn, $\mathbf{u} \perp$ is obtained by rotating the depth-averaged velocity through 90 degree counter clockwise. The variable $\tau_b$ is the natural bottom shear stress, which can be formulated via

$$\frac{\tau_b}{\rho} = gn^2 \frac{\| \mathbf{u} \| \mathbf{u}}{H_d^3},$$

(2)

where $g$ is the acceleration value due to gravity, $n$ is the Manning coefficient which is typically determined based upon the bottom sediment size. Finally, $c_t$ is an additional parameterisation used to represent the turbines’ thrust and will be fully described in the following section.

2.2. Turbine Model

In the 2D non-linear shallow water model of Thetis, turbine arrays are parametrised as regions of enhanced bottom friction, with a spatially-varying non-dimensional bottom friction $c_f$ (Funke et al., 2016; Goss et al., 2020). The force introduced by the presence of the turbine array in the model reads

$$F_{\text{array}} = \int_{\Omega_{\text{array}}} \rho c_f(d(x)) \| \mathbf{u} \| \mathbf{u} \, dx,$$

(3)
where $d(x)$ is a function representing the spatially varying turbine density and the enhanced bottom friction $c_i$ is a function of this field. The value of $d(x)$, and this $c_i$, is set to zero outside the area turbines are allowed to be deployed.

The thrust force of a collection of $N$ turbines can be approximated as

$$F_{array} = \sum_{i=1}^{N} \frac{1}{2} \rho C_i A_i \|u_i\| u_i,$$  \hspace{1cm} (4)

where $C_i$ is an individual turbine’s thrust coefficient and $A_i$ is the turbine’s cross-sectional area, $u_i$ is the free stream velocity at the $i_{th}$ turbine’s coordinates. Here, all turbines in an array are assumed to be identical so they have the same $C_i$ and $A_i$. By replacing the summation in (4) by an integral, the continuous version can be defined as

$$F_{array} = \int_{x_{array}} \frac{1}{2} \rho C_i A_i d(x) \|u(x)\| u(x) d x.$$  \hspace{1cm} (5)

By equating (3) with (5), an expression (Schwedes et al., 2017) for the enhanced bed friction $c_i$ as a function of the turbine density $d(x)$ can be obtained

$$c_i(d(x)) = \frac{1}{2} C_T A_T d(x).$$  \hspace{1cm} (6)

Then, given a turbine farm configuration described by a variable local turbine density field, $d(x)$, the instantaneous total energy output can be computed via

$$P(d, u) = F_{array} \cdot u = \int_{\Omega} \rho c_i(d(x)) \|u\| dx,$$  \hspace{1cm} (7)

with the average power generated over a tidal period computed using

$$P(d, u) = \frac{1}{T} \int_0^T \int_{\Omega} \rho c_i(d(x)) \|u\|^3 dx dt,$$  \hspace{1cm} (8)

Note that in equating (3) and (5) we have assumed that the local velocity $u(x)$, which in the model represents an average over the water column depth, and laterally between bypass and through-turbine flow, is a good representation of the free stream velocity of a turbine at that location. Similarly, for an accurate estimate of the power available to the turbine, we would have to use the, unknown, through-turbine velocity in $F \cdot u$. Instead we compute the total power extracted from the hydrodynamics through the turbine parameterisation, which includes unresolved mixing losses (see (Kramer and Piggott, 2016) for further discussion).

### 2.3. Optimisation Model

A gradient based optimisation algorithm is combined with the hydrodynamic solver in order to optimise array designs which are fully two-way coupled to the hydrodynamics. In other words, the task of finding optimal turbine array configurations is formulated as a PDE-constrained optimisation problem (Funke et al., 2014),

$$\max_{u, \eta, d} J(u, \eta, d),$$  \hspace{1cm} (9)

subject to $F(u, \eta, d) = 0,$

$$0 \leq d \leq d_u,$$

where $J(u, \eta, d)$ is the functional of interest, $F(u, \eta, d) = 0$ represents the non-linear shallow water equations, and $d_u$ is an upper bound on the permitted turbine density. The overall optimisation procedure can be summarised as follows:

1. Choose an initial turbine density function, $d^{(0)}(x)$ (e.g. one that takes the value zero across the whole domain).
2. Solve the forward problem $F(u, \eta, d) = 0$ with the current $d^{(0)}(x)$ to obtain the corresponding velocity field $u$ and elevation $\eta$.
3. Evaluate the functional of interest $J(u, \eta, d)$ using the results from step 2 and the current $d^{(0)}(x)$.
4. Compute the functional gradient $dJ/d(d^{(0)}(x))$.
5. Check if $dJ/d(d^{(0)}(x))$ fulfills the optimisation termination criteria. If so, stop and output the density function $d(x)$. Otherwise, proceed to step 6.
6. Obtain an improved turbine density function $d^{(0+1)}(x)$ and go to step 2.

In computing the functional gradient $dJ/d(d^{(0)}(x))$ (step 4), an adjoint approach is employed based on the dolfin-adjoint library. The advantage of this method is that the required number of PDE solves is independent of the number of input parameters. Fuller explanations on the adjoint method and its implementation can be found in (Giles and Pierce, 2000; Farrell et al., 2013; Funke et al., 2014; Mitusch et al., 2019). The termination criteria is that the maximum value of the projected gradient is less than $10^{-4}$. In step 6, we use a gradient-based optimisation algorithm, here specifically the L-BFGS-B quasi-Newton method (Byrd et al., 1995) implemented in SciPy (https://docs.scipy.org/doc/scipy/reference/generated/scipy.optimize.minimize.html), to provide an improved turbine density used in the next iteration.

### 2.4. Case Study

The computational domain encompasses a region around Zhoushan Islands, shown in Figure 1. The Hulu and Taohua Islands are located to the east and south of the Zhoushan Islands respectively. The Thetis mesh is generated using the gmsh (Geuzaine and Remacle, 2009) and qmesh (Avdis et al., 2018) packages within UTM zone 51. The coarsest mesh resolution is 3000 m at the open sea boundary. As noted in Funke et al. (2016), turbine-resolving mesh resolution is not essential in the computational domain when the turbines are simulated via a distributed turbine density function (namely, the ‘continuous drag’ method), given that we are primarily concerned here with array-scale interactions between tidal energy deployments rather than inter-array turbine effects. As a result, the finest mesh resolution around Hulu and Taohua Islands was set to 200 m, considering the scope of the study and the resolution of the available data informing the model. The total number of vertices is 27,153 and there are 46,925 triangular elements. Four tidal stream turbine arrays are chosen and shown in Figure 2. Array 1, 2 and 3 are located near Hulu Island, while Array 4 is near Taohua Island. The longitude of the domain varies from 121.7°E to 122.6°E, the latitude varies from 29.5°N to 30.4°N. The coastline data are obtained from...
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Figure 1: The location and mesh of Zhoushan Islands with the study areas of particular interest shown in red dashed circles. The dashed blue line shows the boundary of the domain for case OTF_NF, while the solid blue line represents the boundary for the OTF_FF and Thetis cases. These cases are described in more detail in section 2.4.3.

GSHHS (Wessel and Smith, 1996), adopting the finest resolution dataset available. The bathymetry data combines data from GEBCO (https://www.gebco.net/data_and_products/gridded_bathymetry_data/) (121.7°E to 122.0°E) and higher resolution measured data from the China Three Gorges Corporation (https://www.ctgbr.com.br/en/the-company/) (122.0°E to 122.6°E) in the area of interest, shown in Figure 2.

2.4.1. Boundary Conditions and Solver Options

The open boundary forcing applied here includes eight primary tidal constituents ($Q_1$, $P_1$, $O_1$, $K_1$, $M_2$, $S_2$, $N_2$, $K_2$) (Wang et al., 2017; Deng et al., 2020; Zhang et al., 2020a). The data stems from the TPXO9-atlas which comprises global, regional and local models of the barotropic tide, on a 1/30 degree resolution grid (Egbert and Erofeeva, 2002). In this work a wetting and drying algorithm is utilised at coastal boundaries. While a large number of discretisation options (finite element pairs) are possible within the Thetis framework, piecewise-linear discontinuous basis functions are used for both the velocity and elevation fields in this work. For temporal discretisation the backward Euler method is chosen with a constant time-step of $\Delta t = 5$ min. To avoid spurious reflections that may occur at open boundaries, a sponge layer comprising of increased viscosity and friction values is introduced. The sponge layer aims to enhance the model’s stability with little effect on the simulation results in the interior areas of primary interest. The viscosity and Manning coefficients, at the open boundaries, are set to be 1000 m$^2$/s and 0.1 s/m$^3$ respectively. The sponge layer’s width is 800 m, over which the values of viscosity and Manning coefficients are decreased linearly with distance away from the boundary. Outside of the sponge area, the viscosity coefficient value is set to be 1 m$^2$/s. This approach serves as a constant eddy-viscosity based turbulence model and also ensures model stability without overly dissipating hydrodynamic structures in the finer resolution regions of the model. The Manning coefficient $n$ is determined based on a sensitivity analysis where predictions indicate that deviations from 0.02 s/m$^{1/3}$ would lead to larger errors in comparison with the measured data at station B1. Therefore, we set the Manning coefficient at 0.02 s/m$^{1/3}$ in this paper. A similar setting can be found in Goss et al. (2018). Thetis is configured to represent the wetting and drying effects through the methodology described in (Kärnä et al., 2011). In the ensuing discussion, the smoothness parameter associated with this wetting and drying algorithm is set to a default value $\alpha = 0.5$ m.

2.4.2. Validation Metrics

In assessing the accuracy of the model for tidal flow simulations, observed data from two elevation and two velocity gauge stations were used to verify the model and its setup utilised in this work. The location of the four stations can be observed in Figure 2. Stations A1 and B1 comprise tidal
Figure 2: The bathymetry of the computational domain. Four tidal stream turbine array deployment areas are identified in blue text ("Array 1 – 4"). Two tidal elevation stations are marked with red ‘+’ markers and “A1, A2” text, while two tidal velocity stations are marked with blue circles and "B1, B2" text.

elevation data and velocity data near Hulu Island respectively, while Stations A2 and B2 provide data near Taohua Island. The measured tidal elevation data for both A1 and A2, from 15/08/2013 to 25/08/2013, were collected hourly. The measured velocity for both B1 and B2 were collected every 10 min. They span neap, intermediate and spring tidal conditions from 16/08/2013 to 24/08/2013. The data was made available through the tidal steam energy demonstration project in Zhoushan Island, Zhejiang province.

Two metrics were used here to assess model accuracy as part of the validation exercise. The first is the $R^2$ (coefficient of determination) regression score. The best possible score is 1.0 and it can go negative for poor model-observation agreement. Note that a constant model would achieve an $R^2$ score of 0.0. $R^2$ is defined as:

$$R^2(y, \hat{y}) = 1 - \frac{\sum_{i=1}^{m} (y_i - \hat{y}_i)^2}{\sum_{i=1}^{m} (y_i - \bar{y})^2},$$

where $\hat{y}_i$ and $y_i$ are the simulated value and the corresponding measured value of the $i$-th sample respectively, while $m$ is the total number of the samples, and $\bar{y} = \frac{1}{m} \sum_{i=1}^{m} y_i$ is the mean value.

The second metric is the root mean squared error (RMSE) defined as:

$$RMSE(y, \hat{y}) = \sqrt{\frac{1}{m} \sum_{i=1}^{m} (y_i - \hat{y}_i)^2}.$$
with $\Delta t = 30$ min. For the case where the numerical time step size is $\Delta t = 5$ min, we average six time levels so that the comparison is also made at a 30 min frequency.

2.4.4. Optimisation Model Verification

As the optimisation model is gradient-based, it is important to verify the accuracy of the gradient computation determined through the adjoint method. For a detailed description of the adjoint method, we refer the reader to (Giles and Pierce, 2000; Funke, 2013; Schwedes et al., 2017). The Taylor remainder convergence test is applied to confirm the correct gradient computation, which is formulated as:

$$\left| \bar{J}(m + h\delta m) - \bar{J} - h\delta m \nabla \bar{J} \right| = \mathcal{O}(h^2) \quad \text{as} \ h \to 0, \quad (12)$$

where $\bar{J}(m)$ is the reduced functional of interest derived from (8), i.e. the functional of interest considered as a pure functional of the control parameter $m$. $\delta m$ is a fixed but arbitrary choice of perturbation to the control variables, with $h$ a scaling factor to change the size of this perturbation and which takes a series of values in order to assess convergence. For the gradient computation to be correct, for sufficiently small $h$ the Taylor remainder must decrease as $\mathcal{O}(h^2)$.

All optimisation procedures carried out in the following sections have been verified using the test described in section 2.4.4. To reduce the computational expense, the optimisation algorithm was limited to five time steps for the forward model when testing the order of the Taylor remainder convergence. As all the test results demonstrated convergence values of around 1.99, we thus consider the gradient computation to be implemented correctly.

2.4.5. Tidal Array Optimisation Sequence

The channels around both Hulu and Taohua Island possess strong tidal currents which means an abundance of tidal stream energy resource is available at both locations. However, it is important to examine whether deploying turbines in one location has potential impacts on others, and whether an optimal design exits to exploit tidal stream power generation across these locations. Accordingly, the validated model is used to investigate the competition effect of multi-arrays and potential hydro-environmental impacts. Four specific areas are chosen as the turbine deployment sites: three arrays (Arrays 1, 2 and 3) are located around Hulu Island, with the fourth (Array 4) near Taohua Island as indicated in Figure 2. The initial condition for the turbine density was set to zero everywhere as per the methodology described previously. The optimisation iteratively attempts to find a series of improved turbine density distributions which yield increased energy output. During the optimisation, the forward model is initialised using spun-up ambient velocity and elevation fields obtained from the validation exercise. The diameter of the deployed turbines is assumed to be 18 m and the thrust coefficient is taken as 0.8. The maximum turbine density is defined as $(2D \times 2D)^{-1}$, based upon assuming a $2D$ minimum distance between turbines in each lateral direction.

Firstly, we study the competition effects between turbine arrays around Hulu and Taohua Island, and their impacts on the tidal elevation and velocity. The intermediate tide is simulated and different optimisation scenarios are considered to study competition and hydro-environmental impacts. The simulation starts at 14:00, 19 August 2013 and runs for 13 hrs to cover a 12.42 hrs M2 period. The optimisation and deployment scenarios considered here are:

1. optimise Arrays 1–3 simultaneously while no turbines are deployed in Array 4 around Taohua Island;
2. optimise Array 4 while no turbines are deployed in Arrays 1–3 around Hulu Island;
3. optimise the four turbines arrays around Hulu and Taohua Island simultaneously;
4. deploy turbines in both Array 1–3 and Array 4 using the optimised designs obtained under scenarios 1 and 2 respectively.

In addition, the study also focuses on the competition between the three arrays around Hulu Island during different tidal periods. These arrays are optimised under the following scenarios:

1. optimise Array 1 while no turbines are deployed in Arrays 2–3;
2. optimise Arrays 2–3 while no turbines are deployed in Array 1;
3. optimise Array 1 while turbines in Arrays 2–3 are deployed based on scenario 2;
4. optimise Arrays 2–3 while turbines in Array 1 are deployed based on scenario 1;
5. optimise all three turbine arrays simultaneously;
6. deploy turbines in both Array 1 and Arrays 2–3 using the optimised designs obtained under scenarios 1 and 2 respectively.

3. Hydrodynamic Model Validation and Intercomparison

3.1. Tidal Elevation Validation

Figure 3(a) presents a comparison of measured (solid points) and simulated data (solid line) at the tidal elevation station A1. To demonstrate the improvement obtained with Thetis, two simulation results obtained with OpenTidalFarm (OTF), a forerunner of Thetis, are included: OTF_NF a setup from (Zhang et al., 2020a) which uses a smaller domain (see figure 2), and OTF_FF which uses the same domain and mesh as the Thetis results. It is observed that the simulation results for elevation from all cases agree well with the observations. The $R^2$ regression scores for these cases (all beyond 0.97) support the simulations’ accuracy. However, some differences are observed in RMSE value, the OTF_FF has the lowest value at 0.121 m. Thetis and OTF_NF have the same value at 0.149 when simulating tidal elevations at location A1. More details about the value of the $R^2$ regression score and RMSE can be found in Table 1.

Figure 3(b) shows the comparison between measured (solid points) and simulated (solid line) tidal elevations around Taohua Island at A2. As OTF_NF has a smaller computational...
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Figure 3: Comparison between measured and simulated tidal elevation at the tidal elevation stations. (a): Station A1 around Hulu Island, (b): Station A2 around Taohua Island.

Domain, it does not include the station A2. So only results from Thetis and OTF_FF are compared here. It can be seen clearly that Thetis has a more satisfactory agreement than OTF_FF. The $R^2$ regression score and RMSE for Thetis are 0.979 and 0.142 m respectively. More details about the value of the $R^2$ regression score and RMSE can be found in Table 2.

3.2. Tidal Velocity Validation

Comparison of the measured and simulated tidal stream velocity magnitude and direction at station B1 near Hulu Island can be seen in Figure 4(a, b). The results from OTF are also included. Simulation results indicate a satisfactory agreement with measurements, with the results from Thetis generally showing a clear improvement in accuracy over the previous OTF results in terms of the velocity magnitudes. Comparing the $R^2$ regression score of OTF_NF with Thetis, we observe an improvement from 0.620 (OTF_NF) to 0.715
(Thetis) among the neap tide, from 0.798 to 0.852 among the intermediate tide and from 0.709 to 0.814 among the spring tide. Similar trends can be seen for the RMSE results. During the neap tide, the RMSE decreases by 13.7% (from 0.146 m/s to 0.126 m/s). For the intermediate and spring tides, the reductions are 14.4% (from 0.174 m/s to 0.149 m/s) and 20.0% (from 0.245 m/s to 0.196 m/s) respectively. Among all these three periods, the use of Thetis has improved the overall $R^2$ regression score from 0.709 (obtained with OTF) to 0.794 and reduced the overall RMSE value from 0.188 m/s to 0.157 m/s. As for the velocity direction, the $R^2$ regression score is not considered as it is meaningless to calculate the average direction. The velocity direction RMSE results of OTF, among all these three tides, are slightly smaller than that of Thetis. More details about the statistics can be found in Table 1.

Figure 4(a, b) demonstrates that the simulated tidal velocity from Thetis is in favourable agreement with the measured velocity. However, some discrepancy exists. The reasons for such errors can be attributed to several factors: (1) a uniform Manning coefficient is used for the whole domain, which should really vary subject to the real world physical seabed conditions; (2) the bathymetry data resolution may not be sufficient, especially given the sharp water depth gradients around Hulu Island, which may lead to some errors in the representation of certain bathymetry-induced flow structures; (3) the effects of wind forcing and other atmospheric factors are not considered in our modelling, which is expected to lead to some additional deviations; and (4) we employ a depth-averaged modelling approach for what might be fundamentally a 3D flow problem in certain parts of the domain. Furthermore, measurement errors also arise due to harsh conditions beyond our control in the marine environment, which can then lead to a disagreement with the numerical results.

Less ideal agreement is seen in Figure 5(a, b). Although the RMSE values are acceptable, the $R^2$ scores for the neap and spring tide are 0.126 and 0.469 respectively. Apart from the reasons acknowledged so far, this may also be partly due to the fact that: (1) Taohua Island (where gauge B2 is located) is surrounded by many smaller islands, which makes the actual marine environment very complicated to resolve with the mesh and data resolution available for this study; (2) due to computational constraints, some small islands which require a very high-resolution mesh in order to properly capture their shapes were ignored in this model set-up, and this may contribute to some errors; (3) the uniform Manning coefficient value chosen was based on the sediment size around Hulu Island, which may not be representative for the simulation around Taohua Island. Considering the above, only the simulation during the intermediate tidal period around Taohua Island is discussed and analysed in this paper. Comparison metrics are summarised in Table 2.

Note For fairer comparison with the OTF results, as well as using $\Delta t = 5$ min we also run Thetis with a timestep of 30 min. The increase in timestep causes a small difference in validation metrics (see Table 1 and 2), but the results are still better than those of OTF. The optimisation results presented in the rest of this paper are based on the Thetis runs at a 5 min timestep.

4. Optimisation Results and Competition Effects

4.1. Competition Effect between Arrays around Hulu and Taohua Island

Figure 6 shows the optimised results for the first three scenarios. Scenario 4 combines the optimised turbine density of scenario 1 (Figure 6(a)) and 2 (Figure 6(b)) and is therefore not repeated. It is seen that there is little difference between the turbine density around Hulu Island between scenarios 1 and 3. As for scenarios 2 and 3, only slight changes are observed at the array’s northwest corner around Taohua Island. The average power generated during the intermediate tide from each scenario is listed in Table 3. Scenario 4 yields an average output of 73.63 MW. This is only slightly lower than the 73.70 MW obtained in scenario 3 which optimises all arrays simultaneously. This suggests that the competition effects between the arrays located at Hulu and Taohua Island is effectively negligible during the intermediate tide. As such, considering the arrays’ optimisation individually or simultaneously makes little difference.

It is also worth noting that the individual arrays’ power outputs under scenario 4 are slightly higher than the equivalent scenario 1 and 2 values. This implies that these arrays have a broad but slightly affected area, and that they could benefit from the presence of one another marginally even without joint optimisation.

The influence of the arrays on tidal elevation and velocity magnitude is also investigated. The maximum change in the tidal elevation during the intermediate tide is 0.15 m which is relatively small. The change in the peak tidal velocity caused by the turbine arrays over the flood/ebb periods are shown in the left and right columns of Figure 7 respectively. It can be observed that arrays around Hulu Island have little effect on the tidal velocity around Array 4, and vice versa. This provides further evidence for the lack of competition effects between the arrays around Hulu and Taohua Island during the intermediate tide. In the near field, around both Hulu and Taohua Island, significant decreases in velocity can be observed within the turbine array plots, while clear increases in velocity are seen in the bypass flow at the sides of the arrays as well as in channels adjacent to the turbine deployment areas as flow gets redirected due to the added resistance, or blockage, introduced by the turbines. Figure 7(c) shows that the tidal velocity in the immediate wake area downstream of the turbine array is reduced the most. In Figure 7(e), the tidal velocity at either side of Array 4 doubles to approximately 3 m/s. In terms of far field effects, the turbine arrays around Hulu Island have a relatively smaller affected area. The impacted area due to the turbine array around Taohua Island is more significant, with a noticeable change observed at the southwest corner of Zhoushan Islands. There is
Table 1
Statistical metrics describing agreement between the simulated and observed time series data at A1/B1 \((T_5:\text{Thetis results with 5 min timestep.} \ T_{30}:\text{Thetis results with 30 min timestep.} \ O_N: \text{OTF}_\text{NF}. \ O_F: \text{OTF}_\text{FF})\).

<table>
<thead>
<tr>
<th>Period</th>
<th>Types</th>
<th>RMSE</th>
<th>(T_5)</th>
<th>(T_{30})</th>
<th>(O_N)</th>
<th>(O_F)</th>
<th>R2 score (T_5)</th>
<th>(T_{30})</th>
<th>(O_N)</th>
<th>(O_F)</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>Water elevation (\eta ) (m)</td>
<td>0.149</td>
<td>0.180</td>
<td>0.149</td>
<td>0.121</td>
<td>0.977</td>
<td>0.965</td>
<td>0.977</td>
<td>0.986</td>
<td></td>
</tr>
<tr>
<td>Neap tide</td>
<td>Velocity magnitude (u) (m/s)</td>
<td>0.126</td>
<td>0.103</td>
<td>0.146</td>
<td>0.176</td>
<td>0.715</td>
<td>0.810</td>
<td>0.620</td>
<td>0.442</td>
<td></td>
</tr>
<tr>
<td>Intermediate tide</td>
<td>Current direction (\theta) (°)</td>
<td>44.356</td>
<td>32.999</td>
<td>42.198</td>
<td>29.439</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Spring tide</td>
<td>Velocity magnitude (u) (m/s)</td>
<td>0.149</td>
<td>0.135</td>
<td>0.174</td>
<td>0.301</td>
<td>0.852</td>
<td>0.880</td>
<td>0.798</td>
<td>0.398</td>
<td></td>
</tr>
<tr>
<td>All</td>
<td>Current direction (\theta) (°)</td>
<td>20.948</td>
<td>19.443</td>
<td>12.733</td>
<td>24.859</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
</tbody>
</table>

Table 2
Statistical metrics describing agreement between the simulated and observed time series data at A2/B2 \((T_5:\text{Thetis results with 5 min timestep.} \ T_{30}:\text{Thetis results with 30 min timestep.} \ O_F: \text{OTF}_\text{FF})\).

<table>
<thead>
<tr>
<th>Period</th>
<th>Types</th>
<th>RMSE</th>
<th>(T_5)</th>
<th>(T_{30})</th>
<th>(O_F)</th>
<th>R2 score (T_5)</th>
<th>(T_{30})</th>
<th>(O_F)</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>Water elevation (\eta ) (m)</td>
<td>0.142</td>
<td>0.169</td>
<td>0.216</td>
<td>0.979</td>
<td>0.970</td>
<td>0.946</td>
<td></td>
</tr>
<tr>
<td>Neap tide</td>
<td>Velocity magnitude (u) (m/s)</td>
<td>0.236</td>
<td>0.181</td>
<td>0.231</td>
<td>0.126</td>
<td>0.490</td>
<td>0.041</td>
<td></td>
</tr>
<tr>
<td>Intermediate tide</td>
<td>Current direction (\theta) (°)</td>
<td>47.527</td>
<td>37.057</td>
<td>47.921</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Spring tide</td>
<td>Velocity magnitude (u) (m/s)</td>
<td>0.216</td>
<td>0.212</td>
<td>0.427</td>
<td>0.726</td>
<td>0.735</td>
<td>-0.211</td>
<td></td>
</tr>
<tr>
<td>All</td>
<td>Current direction (\theta) (°)</td>
<td>40.251</td>
<td>32.401</td>
<td>40.463</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
</tbody>
</table>

Table 3
Average power generated (Avg P) in each scenario.

<table>
<thead>
<tr>
<th>Avg P (MW)</th>
<th>Scenario 1</th>
<th>Scenario 2</th>
<th>Scenario 3</th>
<th>Scenario 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hulu</td>
<td>30.95</td>
<td>0</td>
<td>31.04</td>
<td>31.04</td>
</tr>
<tr>
<td>Taohua</td>
<td>0</td>
<td>42.54</td>
<td>42.66</td>
<td>42.60</td>
</tr>
<tr>
<td>All</td>
<td>30.95</td>
<td>42.54</td>
<td>73.70</td>
<td>73.63</td>
</tr>
</tbody>
</table>

no significant difference for the changes in tidal velocity between Figure 7(a,c) and the combined result of Figure 7(e). A similar result can also be observed between Figure 7(b, d, e), which again illustrate that the turbine arrays around Hulu and Taohua Island have no significant interactions.

4.2. Competition Effect between Array 1 and Arrays 2–3 around Hulu Island

For this case different tidal periods are also considered in order to check the sensitivity of the optimal turbine density to neap (starting 10:00, 16 August 2013), intermediate (starting 14:00, 19 August 2013) and spring (starting 10:00, 23 August 2013) conditions. All time intervals considered span 13h, as previously.

Figure 8(a, b) shows the optimised results under scenarios 1 and 2 for three different tidal periods. During the neap tide, turbines appear to fully cover the entire area as the tides are relatively slow and increasing the turbine number is the only way to increase the energy output. The optimised results from the intermediate tide and spring tide are similar. Results confirm that the optimised configurations are consistent when the tidal velocity is large enough. A point that should be highlighted here is that in this model set-up cut-in and cut-out speeds are not considered for simplicity, but these can be easily included. The average power generated and the number of turbines in the arrays is listed in Table 4.

Figure 8 also shows the optimised results when Arrays 1–3 are all deployed with turbines (scenarios 4–6). By comparing the result from scenarios 3 and 4 against scenario 5, it is found that the optimised arrays show similar turbine density distribution patterns. For example, Array 1 in scenario 3 is optimised and its result is similar to that in scenario 5 over
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Figure 4: Comparison between measured and simulated tidal stream velocity (magnitude and direction) at the tidal elevation station B1.

According to the comparison of average power (Table 4) between scenarios 1–2 and scenario 6, a strong competition effect is found between Array 1 and Arrays 2–3. When optimising Array 1 alone during spring tide (scenario 1), the average power is 38.98 MW which is the highest among the three tides. For Arrays 2–3 it is 34.61 MW (scenario 2). However, when combining these two optimised results (scenario 6), Array 1 only generates 30.56 MW, a decrease of 21.5%. The average power generated by Arrays 2–3 drops to 20.00 MW, a decrease of 42.2%. Similar significant decreases due to competition effects can also be found during the neap and intermediate tides.
Scenarios 3 and 4 investigate the influence of the order in which optimisation occurs. Table 4 shows that the optimised results in these two scenarios have almost identical average power yields for all tidal periods. However, they all have a slight improvement compared to scenario 6. For instance, during the spring tide, the total Avg P of scenario 3 is 51.02 MW, which is slightly larger than the 50.59 MW obtained in scenario 6. This confirms that in terms of the total Avg P, the order of deploying these arrays does not play an important role.

For scenarios 3–5, it can be seen that the optimised results contain fewer turbines compared with scenario 6 but obtain a larger total Avg P. Scenario 5, which, as expected, has the highest total Avg P, decreases the number of turbines from 1968 to 1606, i.e. an 18.4% reduction. Recall the optimisation here has been configured to maximise the total Avg P by changing the density, i.e. the number and position of the turbines in the array. When higher total Avg P is obtained by reducing the number of turbines, it means the higher number is beyond the optimal value. This agrees with the principle...
Table 4

The average power generated (Avg P) and the number of turbines (N_t) in the optimised result of each scenario during the three tidal periods considered.

<table>
<thead>
<tr>
<th>Scenarios &amp; Array names</th>
<th>Neap tide</th>
<th>Intermediate tide</th>
<th>Spring tide</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Avg P</td>
<td>N_t</td>
<td>Avg P</td>
</tr>
<tr>
<td>Scenario 1</td>
<td>9.02</td>
<td>1435</td>
<td>24.03</td>
</tr>
<tr>
<td>Arrays 2–3</td>
<td>7.11</td>
<td>627</td>
<td>20.18</td>
</tr>
<tr>
<td>Scenario 3</td>
<td>7.08</td>
<td>1324</td>
<td>17.95</td>
</tr>
<tr>
<td>Arrays 2–3</td>
<td>4.57</td>
<td>627</td>
<td>12.87</td>
</tr>
<tr>
<td>All</td>
<td>11.65</td>
<td>1951</td>
<td>30.83</td>
</tr>
<tr>
<td>Scenario 4</td>
<td>4.33</td>
<td>530</td>
<td>11.38</td>
</tr>
<tr>
<td>Arrays 2–3</td>
<td>11.68</td>
<td>1965</td>
<td>30.73</td>
</tr>
<tr>
<td>All</td>
<td>7.34</td>
<td>1435</td>
<td>19.35</td>
</tr>
<tr>
<td>Scenario 5</td>
<td>4.46</td>
<td>529</td>
<td>12.46</td>
</tr>
<tr>
<td>Arrays 2–3</td>
<td>11.70</td>
<td>1849</td>
<td>30.95</td>
</tr>
<tr>
<td>All</td>
<td>7.17</td>
<td>1435</td>
<td>18.79</td>
</tr>
<tr>
<td>Scenario 6</td>
<td>4.46</td>
<td>627</td>
<td>11.82</td>
</tr>
<tr>
<td>Arrays 2–3</td>
<td>11.63</td>
<td>2062</td>
<td>30.61</td>
</tr>
</tbody>
</table>

Figure 6: Optimised turbine density for different arrays under scenarios 1, 2 and 3. (a): scenario 1: optimisation of the three arrays around Hulu island, with no turbine in the Taohua island array (b): scenario 2: optimisation of the Taohua island array, with no turbines near Hulu island (c) and (d): scenario 3: simultaneous optimisation of the the three arrays near Hulu Island and one array near Taohu island.

that the total Avg P first increases with number of turbines but at some point may start to decrease due to global blockage effects, i.e. the flow being redirected.

The average power generated per turbine (Avg P/N_t) is shown in Figure 9. It is seen that although Array 1 always has a higher total Avg P, Arrays 2–3 are much more effective than Array 1. For instance, in scenarios 1 and 2, the Avg P/N_t of Array 1 is less than half that of Arrays 2–3.

Comparing scenarios 1 and 2 with 6, strong competition effects are found between Array 1 and Arrays 2–3. If competition effects are not considered prior to developing tidal stream energy in this area, and Array 1 and Arrays 2–3 are optimised respectively, the total energy output would reduce significantly and a very low Avg P/N_t would result. Considering the order of optimisation would improve the total energy output and decrease costs, but optimising Array 1 and Arrays 2–3 simultaneously would be the best choice. Although it would not greatly weaken the competition effect, it can significantly reduce the number of turbines installed overall while generating equivalent power.

5. Discussion

Based on the validation results presented in sections 3.1 and 3.2, the superiority of *Thetis’* simulation capabilities over OpenTidalFarm is confirmed. Results from *Thetis* show far better agreement with measurement in the velocity magnitude compared with the result from two OTF sets of results. For the water elevation, *Thetis’* result is equivalent to OTF_NF’s result, both of which are acceptable. Although OTF_FF has the best agreement with measured data for the water elevation at station A1, its results for the other three stations have higher errors. This may be because the bathymetry data obtained from GEBCO are not sufficient to capture the sharply changing water depth in the computational domain. For the velocity direction, *Thetis* results have higher RMSE values compared with the two OTF results at station B1, but are acceptable. In Figure 4, it can be seen that the primary differences between the measured and simulated velocity direction occur when the velocity magnitude is close to zero. As the tidal stream energy is proportional to the cube of the tidal current velocity magnitude, these difference in velocity direction would cause little effect. Furthermore, it should be pointed out again that the OTF set-up from (Zhang et al., 2020a) used a much larger viscosity value; specifically the viscosity value was set to 10 m²/s in OTF to ensure the model’s stability. In contrast, improvements in *Thetis* allow stability for lower values of viscosity; here a value of $\nu_t = 1$ m²/s is used. Setting viscosity to $\nu_t = 10$ m²/s leads to unre-
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Figure 7: Changes in velocity magnitude around Hulu and Taohua Island in each scenario. The figures in the left column is during the flood tide, while in the right column is during the ebb tide.

alistic mixing and the dissipation of hydrodynamic features in finely resolved areas of relevance to tidal stream energy. Additionally, *Thetis* can be considered an improved far-field model in that it is more robust not only in terms of required viscosity levels but also in terms of its abilities to cope with sharp gradients in fields such as bathymetry. Therefore, an improved discretisation method, a lower viscosity coefficient and a larger simulation area in *Thetis* lead to a better agreement with the measurement than that of the OTF model set-up from (Zhang et al., 2020a).

The reason for the lack of competition effects between the arrays around Hulu and Taohua Island are largely due to the distance, the maximum size of these array deployments, as well as the large number of islands and the geometric complexity between Hulu and Taohua Island which weakens the connection between the hydrodynamic interactions at the two sites.

Wake effects around Taohua Island are preserved over a greater area than that around Hulu Island. This may be because around Hulu Island the undisturbed flow from the adjacent waters accelerates array wake recovery, while around Taohua Island, the low turbulence in the vicinity does not promote mixing and thus a swift recovery.

Figure 8: Optimised turbine densities for the three arrays around Hulu Island for the six scenarios and the three tidal intervals considered.

The optimisation result obtained by considering a functional based on total Avg P only results in a large number of turbines. This may clearly not be optimal economically, as the number of turbines is intimately related to the array cost. Therefore, when considering the economic benefits, the Avg P/N, can be an important factor and should be incorporated in the analysis. In *Thetis* it is relatively straightforward to incorporate an economic model and run a multi-objective optimisation (Goss et al., 2018; Culley et al., 2016; Goss et al., 2020). However, as specific economic data was lacking this approach was not considered here but will be followed up on in future work.
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Figure 9: The average power generated per turbine (Avg $P/N_t$) in the optimised result for each scenario during spring tide.

6. Conclusions

In this paper a two-dimensional numerical model is set up using the Thetis coastal ocean modelling framework. The model is validated using data collected from two tide gauge elevation stations and two velocity stations around Zhoushan Islands. By comparing the results obtained with those from the preceding OpenTidalFarm (OTF) software, it is confirmed that Thetis exhibits improved stability and accuracy properties, which is expected due to its improved discretisation methods. Multi-arrays around Hulu and Taohua Island are subsequently optimised using a continuous array representation approach and gradient-based methods in order to maximise the average power output across all arrays. Under different optimisation scenarios and tidal periods, the competition effects between the arrays and the hydrodynamic impacts caused by the arrays are studied.

Results indicate that there is no clear competition effect between an array near Taohua Island with three potential arrays near Hulu Island. Optimising them individually and simultaneously leads to almost identical results. This is likely due to the sufficient intermediate distance as well as the multiple islands between Hulu and Taohua islands which weaken any interactions. The impact of the arrays on tidal elevation is minimal with a maximum change in elevation only 0.75% of the average depth. In the near field, a significant decrease in velocity magnitude is found within the turbine array plots while clear increases can be seen in the bypass flows to the sides of the arrays and in adjacent channels. In the far field, the impact caused by the arrays around Hulu Island recovers more quickly than that around Taohua Island. This may be because the islands to the northwest of Taohua Island strengthen the array’s influence.

The optimised results for the three representative (neap, intermediate and spring) tidal periods considered for the three more closely positioned arrays around Hulu island tell a different story. During neap tides when the tidal velocity is small, increasing the number of turbines is the only way to increase the average power. Similar optimisation results are observed during spring and intermediate tidal periods. Significant competition effects are found between the three turbines around Hulu Island. If Array 1 and Arrays 2–3 rely on optimal designs obtained in isolation, a decrease up to 42% in the average power is found for Array 2–3 during the spring tides when these designs are then deployed simultaneously. When considering the order of array optimisation, firstly optimising Array 2–3 is slightly better than optimising Array 1 first in terms of the total average power. However, optimising all three arrays simultaneously is the best strategy, improving the total average power the most relative to alternative cases.

The limitations of only considering total average power (Avg P) is found by comparing the average power per turbine (Avg $P/N_t$) between Array 1 and Arrays 2–3. The optimised result could be very costly from an economic perspective. In future work considering a multi-optimisation model which optimises for both total Avg P and Avg $P/N_t$ would be suggested to address this.

This study shows that competition effects can be weakened through the presence of complex features such as islands. When multi-arrays are being considered where competition effects may be strong, it is important to optimise prospective designs in tandem.
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