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Abstract. We perform a reanalysis of hourly mean magnetic data from3

ground-based observatories spanning 1997-2009 inclusive, in order to isolate4

(after removal of core and crustal field estimates) the spatiotemporal mor-5

phology of the external fields important to mantle induction, on (long) pe-6

riods of months to a full solar cycle. Our analysis focuses on geomagnetically7

quiet days, and mid- to low-latitudes. We use the climatological eigenanal-8

ysis technique called Empirical Orthogonal Functions (EOFs), which allows9

us to identify discrete spatiotemporal patterns with no a priori specification10

of their geometry – the form of the decomposition is controlled by the data.11

We apply a spherical harmonic analysis (SHA) to the EOF outputs in a joint12

inversion for internal and external coefficients. The results justify our assump-13

tion that the EOF procedure responds primarily to the long-period exter-14

nal inducing field contributions. Though we cannot determine uniquely the15

contributory source regions of these inducing fields, we find that they have16

distinct temporal characteristics which enable some inference of sources. An17

identified annual-period pattern appears to stem from a north-south seasonal18

motion of the background mean external field distribution. Separate patterns19

of semi-annual and solar-cycle-length periods appear to stem from the am-20

plitude modulations of spatially fixed background fields.21
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1. Introduction

Studies of the electrical conductivity of the Earth’s mantle are crucial to the accurate22

separation of the magnetic fields produced internal to the Earth’s surface, in the Earth’s23

liquid iron core, in the lithosphere, and induced in the mantle. In turn, accurate estimates24

of mantle conductivities depend upon a good knowledge of the inducing fields which orig-25

inate in the Earth’s magnetosphere and ionosphere.26

27

As discussed by Olsen [1999] and more recently Kuvshinov [2012] there are multiple28

different mathematical approaches to probing the mantle at depths greater than approxi-29

mately 1,000 km, but each requires a description of the external magnetic field variations30

of long periods, i.e. months to years. This overlaps with the periods on which the core31

field varies significantly, hence, the estimates of long period external fields are subject to32

substantial uncertainty. Typically (e.g. Banks [1969]; Constable and Constable [2004]),33

the assumed geometry for the inducing source on periods greater than a few months is34

the spherical harmonic P 0
1 representing the symmetric magnetospheric ring current field.35

It has been known for some time that the ring current exhibits asymmetry [e.g. Daglis36

et al., 1999; Balasis et al., 2004; Balasis and Egbert , 2006]. Recent studies [e.g. Maus and37

Lühr , 2005; Lühr and Maus , 2010] have shown that the non-axisymmetric magnetospheric38

source dominates the ring current at quiet times. More recently, Püthe and Kuvshinov39

[2013] and Püthe and Kuvshinov [2014] used a fuller set of harmonics for the magneto-40

spheric terms based on the study of Sabaka et al. [2013] (though as discussed later, this41

is still possibly a simplification of the true case since it does not include the ionospheric42
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contribution). Püthe et al. [2015] have introduced a method allowing the resolution of the43

induced response from an inducing field of effectively unlimited complexity.44

45

In this study, we describe the spatial and temporal morphology of the long period exter-46

nal magnetic fields for quiet days over a full solar cycle. We use the method of Empirical47

Orthogonal Functions (EOFs) in a re-analysis of 13 years (over a solar cycle) of ground-48

based observatory magnetic vector hourly means. EOFs are used to decompose a large,49

highly variable dataset into a small number of independent spatio-temporal subgroups,50

called ‘modes’, which describe the patterns of maximum variance in the dataset. The51

modes arise from the intrinsic dynamical properties of the data, hence we need apply no52

simplifying assumptions of the long period field morphology prior to analysis.53

54

In section 2 we describe the data and the processing applied to them. In section 3 we55

outline the theory governing the EOF decomposition and describe our numerical imple-56

mentation of the EOF method. In section 4 we present the results obtained from com-57

bining the outputs of several EOF analyses via spherical harmonic analysis, and discuss58

these further in section 5. In section 6 we summarize our findings.59

2. Data

2.1. Data processing

The magnetic field data are hourly mean vector values from a ground-based network of60

149 observatories spanning the period 1997–2010 (inclusive), described in full in the ESA61

Swarm Level 2 processing report of Olsen et al. [2011] and byMacmillan and Olsen [2013].62

Due to higher proportions of missing data in 2010, our analysis will span 1997.0–2010.0.63
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Seven of the observatories had unexplained baseline drifts, which are unlikely to have a64

physical explanation, and are therefore ignored in the subsequent analysis. To resolve65

local time (LT) structures in the external fields for a full solar cycle, we must perform66

various data selection and processing procedures prior to the EOF analysis of the data.67

68

To isolate the external field component, core field and secular variation (SV) estimates69

are removed using version 4α of the CHAOS-4 model of Olsen et al. [2014]. This model70

does not describe the local lithospheric field, so this contribution is removed by subtracting71

the mean value for each component (at each observatory) at geomagnetic quiet times –72

defined as when Kp < 2+ and |dDst/dt| < 2 nT/hour – over the 13-year time series [Olsen73

et al., 2011].74

2.2. Data rotation

The EOF decomposition does not take the positions of the input data into account,75

so we aim to make the signals of interest as spatially-static as possible in the frame of76

reference of our analysis. Given the source fields under consideration, we achieve this aim77

by choosing a reference frame based on the Sun. We rotate all data (coordinates and com-78

ponents) to the inertial frame of the SM (solar magnetic) system (e.g. Hapgood [1992]), in79

which the (r, θ, φ) components are respectively radius (positive up), dipole co-latitude and80

dipole local time (DLT) in a geocentric spherical-polar sense. The horizontal plane of SM81

is the geomagnetic dipole equatorial plane, and the SM φ-axis is perpendicular to a plane82

containing the Earth-Sun line, and the geomagnetic dipole axis. After this rotation we83

force the observatory distribution to be (relatively) static in LT throughout the timespan84

of the analysis, by selecting data at only one UT (Universal Time) hour per day. The85
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distribution of the observatories in LT is then dependent on which UT is chosen to form86

the data subsets – this is termed the ‘start-UT’ of the data arrangement. We perform 2487

EOF analyses, each with a data subset from a different start-UT (and later combine the88

results of these analyses).89

90

2.3. Data selection

We need each of the 24 EOF decompositions of the data to be similar. We have found91

that processing data from periods of very high activity makes it less likely that the de-92

composition for each start-UT will lead to a consistent ranking (in terms of data variance93

explained) of the characteristic temporal oscillations. Thus, we select data from only the94

internationally-defined five magnetically quiet days per month.95

96

2.4. Data weighting

Since the EOF analysis responds only to correlated data variance, any spatial clustering97

of observatories (e.g. Europe) will have a disproportionate contribution to the EOF solu-98

tion, an effect we must mitigate. We apply weighting to counteract the tendency for high99

concentrations of observatories to have highly correlated signal – weighting procedures are100

discussed in detail by Baldwin et al. [2009], and Jolliffe [2002, page 382]. The amount of101

independent information contained in each observatory’s data time series is approximated102

as follows. Firstly the observatories’ spatial distribution is triangulated (via calculating103

the convex hull [Weisstein, 2003]), as shown in Figure 1. We then sum the surface areas104

of each spherical triangle which has a given observatory as a vertex, which provides the105
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weighting value for that observatory. The weights have the effect of decreasing the contri-106

bution of dense clusters of observatories to the decomposition. The vector of weights has107

one value for each observatory. To avoid the auroral regions dominating the decomposi-108

tion, we multiply this vector by a polar mask (not shown) to enforce zero contribution109

to the EOF solution from observatories within 30◦ of the geomagnetic poles (this reduces110

the effective observatory count from 142 to 112). The resulting weights w are applied111

to the data prior to EOF analysis. The magnetic field signal which remains after these112

corrections has contributions from multiple current systems which affect the mid-to-low113

latitude region. Since we aim to discover the relative contribution of each of these to the114

long-period external inducing field, we do not correct the data for any further estimated115

contributions.116

117

2.5. Data infill

The EOF method requires that missing data in each observatory’s time series are infilled118

prior to analysis. This entails making assumptions about the nature of the unmeasured119

signal, so we choose to replicate only the basic spatial signal of the daily variation in120

our interpolations. To perform the infill, we apply an hour-by-hour spherical harmonic121

analysis (SHA) to the observatory data. The proportion of missing data in each year122

ranges from 16 to 33 %. The SHA has harmonics up to degree 2 and order 1 assuming an123

external field only, which we consider a suitable representation of the basic signal. The124

SHA model is used to predict missing data in each hourly epoch.125

126

D R A F T May 6, 2016, 2:21pm D R A F T



X - 8 SHORE ET AL.: DECADAL PERIOD EXTERNAL FIELDS

For each magnetic component we format the processed observatory data into matrices127

whose columns are time series of 780 hourly means (comprising one UT from each of the 5128

quietest days per month for 13 years) recorded at each of the 142 observatories, for a given129

single start-UT. We then concatenate these matrices from each magnetic component to130

form the full ‘data matrix’ X, which has dimensions of n x p, where n is the number of131

hourly means (780) and p is the number of spatial parameters (three times the number of132

observatories).133

X =







r1,1
r2,1
...

rn,1

r1,2
r2,2
...

rn,2

· · ·

· · ·

r1,p/3
r2,p/3
...

rn,p/3







θ1,1
θ2,1
...

θn,1

θ1,2
θ2,2
...

θn,2

· · ·

· · ·

θ1,p/3
θ2,p/3
...

θn,p/3







φ1,1

φ2,1
...

φn,1

φ1,2

φ2,2
...

φn,2

· · ·

· · ·

φ1,p/3

φ2,p/3
...

φn,p/3





 (1)134

where (r, θ, φ) indicate the magnetic components in the respective directions, not the135

coordinates themselves. We will decompose the variance of X, so prior to the EOF136

analysis of these data we remove the time mean of each column, known as ‘centering’ the137

data matrix:138

X̃ = X−X (2)139

where X are the columnar means of X, averaging over time. The removed means are140

stored, and will be used in later processing. The variance field X̃ is now ready for EOF141

analysis.142

3. Method

The following description of the EOF process is based on Bjornsson and Venegas [1997,143

page 12], von Storch and Zwiers [2002, pages 294-295] and Jolliffe [2002, page 5]. Given144

the centered variance field X̃, the EOF analysis defines p independent spatial patterns145

v (represented by V = (v1,v2, ...,vp), where the vj are column vectors of length p) and146

p independent temporal patterns t (represented by T = (t1, t2, ..., tp), where the tj are147
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column vectors of length n) which, when combined, reconstruct X̃:148

X̃ =

p∑

j=1

tjv
T

j = TVT (3)149

The V are the eigenvectors of R, the covariance matrix of X̃, defined as R = X̃TX̃. The150

T are given by projecting the spatial eigenvectors onto the original data
(
T = X̃V

)
. The151

eigenvectors of R are known as the EOFs, and their projections onto the original data as152

the Principal Components (PCs), or just ‘temporal oscillations’. Each pair of a spatial153

pattern and its temporal oscillation is termed an EOF ‘mode’. The modes (which are154

ranked in order of decreasing eigenvalue of R) are the orthogonal patterns which describe155

the maximum possible variance of the data. The proof that the basis vectors which di-156

agonalise R also maximise the variance of their projection onto X̃ is given by Hannachi157

et al. [2007] and von Storch and Navarra [1999]. The spatial and temporal nature of V158

and T arise from how we have defined the data matrix – Richman [1986] discussed several159

methods of formingX from the data, but we only use the layout given in equation (1) here.160

161

The application of the (essentially scalar) EOF method to the vector data matrix X̃162

follows from the approach termed Common (or Combined) Principal Component Anal-163

ysis by Jolliffe [2002]. We have treated the three magnetic components as additional164

parameters in the spatial dimension. Hence, a given spatial pattern vi describes the165

relative variation in amplitude between the components, and the three components are166

each subject to the same (associated) temporal oscillation ti. This approach simplifies167

the physical interpretation of the modes, and avoids differences in mode-ranking between168

magnetic components of characteristically different variability.169

170
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The value of the EOF spatiotemporal decomposition is that the vast majority of the171

variance of the data can be described with some small number k ≪ p of modes. The172

spatial patterns of the external fields from different source regions are not orthogonal (i.e.173

mutually physically exclusive). However, certain amounts of the fields from each source re-174

gion will be increasingly temporally-correlated on seasonal (and longer) timescales. Hence,175

it is reasonable to expect that the modes will identify distinct spatiotemporal patterns176

corresponding to (for instance) the semi-annual, annual and solar-cycle-length trends in177

the external magnetic field. It is for this reason that we find the decomposition based on178

successively and orthogonally maximising variance to be useful. Note that we should not179

expect the patterns to stem individually from a single source region.180

181

Recall that we must weight the EOF decomposition to account for the observatories’182

spatial distribution. The weighting matrixW has dimension p x p, composed of the vector183

of weights w repeated three times on the diagonal and zeros elsewhere. The weighting184

matrix is applied to the data matrix prior to the EOF analysis, via185

F̃′ = X̃W1/2, (4)186

where ′ indicates that weighting has been applied to F̃, and the exponent of 1/2 applied187

to W accounts for the squaring implicit when the covariance matrix is calculated. The188

change in terminology from X̃ to F̃ reflects the fact that some information is lost in the189

application of the polar mask applied to the weighting matrix, hence the de-weighted data190

matrix (described below) is not equal to the un-weighted data matrix (i.e. the original191

data). Now we form the weighted covariance matrix R′ = F̃′TF̃′, and define B′ to be192

the weighted EOFs, which diagonalise R′. The temporal coefficients (Y′) of the weighted193
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EOFs are given by194

Y′ = F̃′B′ (5)195

The de-weighted EOFs are computed via B = W−1/2B′ [Jolliffe, 2002]; they are used to196

calculate a de-weighted version of Y′ for display purposes, denoted Y, via197

yj = y′

jBj, (6)198

where yj is the jth columnar vector of Y, j runs from 1 to p (there are p EOFs and p199

PCs), and the scalar Bj is the maximum-amplitude element of bj, itself the jth column200

vector of B.201

202

For display purposes, and to interpret the modes in the units of the original data, we203

extract a ‘de-weighted’ partial version of the data matrix for a single mode (denoted here204

as j), as follows [Jolliffe, 2002]205

F̃j =
(
y′

jb
′T

j

)
W−1/2. (7)206

All temporal oscillations shown are de-weighted versions, whereas the spatial reconstruc-207

tions may be of either the original or de-weighted data. Unless otherwise stated, we depict208

the θ-component in all spatial maps. The weighted EOF analysis method described in this209

section is applied to each of the 24 start-UTs. We describe the results of these analyses210

in the next section.211

4. Results

4.1. Eigenspectrum and mode-order

In Figure 2 we show the eigenspectrum, taken as a mean across each of the eigenspectra212

from the 24 EOF analyses for each start-UT. Modes 1–4 explain the majority (67.4%) of213

D R A F T May 6, 2016, 2:21pm D R A F T



X - 12 SHORE ET AL.: DECADAL PERIOD EXTERNAL FIELDS

the variance of the data. The error bars in Figure 2 denote the differences between the214

proportions of variance explained (for a given mode) between the different start-UTs. We215

will later combine the different start-UTs to assess the nature of the modes in more detail216

– here we assess the extent to which the temporal oscillations of modes 1–4 are the same217

between the different start-UTs.218

219

In Figure 3 we show the (absolute values of the) correlations between the temporal220

oscillations of a given mode from a reference start-UT of 18:00, and the same mode from221

all other start-UTs. This method of auto-correlating the modes reveals the consistency222

of their temporal patterns between different start-UTs. We expect that a mode will be223

most different when its start-UT is about 12 hours away from 18:00, though there will224

be some complexity associated with the structure of the mode in dipole local time (DLT)225

and the irregular observatory distribution. For mode 1 (the dark blue line in Figure 3),226

we see that the correlation values start at 1 at 18:00, and dip to slightly below 0.9 at227

start-UTs near 06:00, indicating that this mode is consistent across all start-UTs. The228

same is true of mode 2 (red line), though the correlations drop off faster away from 18:00,229

and exhibit more variability. The correlations for mode 3 (green line) exhibit a similar230

pattern, except for start-UTs between 20:00 and 23:00, for which the auto-correlations231

are minimal. The auto-correlation values for mode 4 are not shown since they exhibit232

high variability and drop to low values (below 0.4). We perform a correlation between233

mode 3 at a start-UT of 18:00 and mode 4 at all start-UTs (light blue line), and note234

that these correlations improve markedly between start-UTs between 20:00 and 23:00.235

This indicates that the spatiotemporal pattern typically described by mode 3 is described236
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instead by mode 4 between these start-UTs. Henceforth, the term ‘mode 3’ refers to the237

collection of mode 3 from start-UTs of 01:00–19:00 and 24:00, and mode 4 from start-UTs238

between 20:00 and 23:00. In the next section we show that, with this substitution, we239

can associate a physical meaning to these first three modes, and since they describe the240

majority (62%) of the variance, we focus on modes 1–3 for the remainder of our analysis.241

For our purposes, all other modes are considered to be noise.242

4.2. Identification of temporal oscillations

In Figure 4(a) we show the mean time series (based on all temporal oscillations from243

each start-UT) for modes 1–3 (respectively blue, red, green). These quiet-time daily av-244

erages are irregularly distributed, and are shown with a piecewise-linear interpolation –245

this is for visual purposes only and does not affect the following analysis. We show the246

power spectra of these mean series in Figure 5. From Figures 4 and 5 we can begin to247

identify the physical meaning behind each mode.248

249

For comparison with mode 1, we show (in Figure 4(a)) the daily means of the summed250

external and induced components of the (negative) P 0
1 term of the RC index [representing251

the symmetric ring current, described by Olsen et al., 2014], for the appropriate quiet252

days. RC is calculated in the same coordinate system of magnetic latitudes that we use253

in our analysis. The time series of RC and mode 1 have a Pearson correlation value of254

0.98, and are very similar in amplitude – from this we infer that mode 1 describes the255

ring current. Note that correlations of the RC index with modes 2 and 3 do not exceed an256

(absolute) value of 0.06. The residual of mode 1 and the RC index is shown in Figure 4(c)257

– whilst the residual amplitude is small, it exhibits an annual oscillation which modulates258
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with the solar cycle. From the power spectra shown in Figure 5, we see that RC has a259

smaller annual-period spectral peak than mode 1, indicating that mode 1 is the origin of260

the annual signal in Figure 4(c). Our data do not enable us to determine whether this261

annual signal is truly representative of the ring current, or if it is due to an imperfect262

separation of the modes. The power spectra of mode 1 and RC show that both modulate263

most strongly with the 11-year solar cycle.264

265

The time series of mode 2 shown in Figure 4(a) exhibits a clear annual oscillation which266

modulates (weakly) with the 11-year solar cycle – both these aspects are reflected in its267

power spectrum shown in Figure 5. Mode 2 cannot be meaningfully compared with indices268

of solar-terrestrial coupling since it is an apparent oscillation, resulting from the motion of269

the Sun (and thus, the latitude of the peak current flow) in the SM system. The physical270

nature of this mode will be discussed in section 4.4.271

272

The time series of mode 3 in Figure 4(a) has a clear modulation with the solar cycle, and273

a correlation of 0.73 with the F10.7 index, shown in Figure 4(b). It is therefore likely that274

this mode represents an ionospheric signal. From the power spectrum of mode 3 (shown in275

Figure 5) we can confirm its solar-cycle modulation, and note that the next most powerful276

spectral peak is at a period of 6 months. This semi-annual oscillation present in mode 3277

is clearest between the years 2006 and 2007 (Figure 4(a)), when the mean external field278

activity is lower. As for mode 2, it is likely that the semi-annual component of the mode279

3 pattern is due to apparent motions within the SM frame, perhaps according to the280

Russell-McPherron effect which arises due to the tilt of the Earth with respect to the Sun281
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at the equinoxes [Russell and McPherron, 1973].282

283

We have identified three characteristic oscillations: mode 1 represents the ring current,284

mode 2 is an annual oscillation (as we show in section 4.4, it is more correctly the annual285

modulation of the background mean field), and mode 3 a semi-annual oscillation (likely of286

ionospheric current fields), each of which modulates with the solar cycle. When averaged287

over each start-UT, the proportion of the variance accounted for by these patterns are288

respectively 40.3 %, 14.3 % and 7.4 %. In the following two sections, we assess the spatial289

patterns of these modes.290

4.3. Combining EOF analyses

We combine the results from separate start-UTs so that our spatiotemporal description291

of the inducing fields uses all the information we have available. We compute the data292

matrix reconstructions (given by Equation 7) for the three modes identified in the previ-293

ous section. For each different start-UT, the associated reconstruction will have a specific294

distribution of the observatories in LT. We are able to recombine the data predictions295

from all start-UTs in the SM frame, to obtain a more complete (but still irregular) global296

coverage of discrete data predictions from the EOF method. We take advantage of this297

improvement in coverage to perform a SHA of the isolated modes to form continuous298

models in space with a daily temporal resolution.299

300

Since ∇·B = 0, we can relate the magnetic field measurements B to the scalar potential301

V by B = −∇V . Since V satisfies Laplace’s equation it can be expressed in spherical302
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polar coordinates as [e.g. Langel , 1987]303

V (r, θ, φ) = a
N∑
l=1

l∑
m=0

(gml cosmφ + hm
l sinmφ)

(
a
r

)l+1
Pm
l (cosθ)

+a
N∑
l=1

l∑
m=0

(qml cosmφ+ sml sinmφ)
(
r
a

)l
Pm
l (cosθ)

(8)304

where a = 6371.2 km is a reference radius, r is radius, θ and φ are SM co-latitude and305

longitude as defined in section 2.2, Pm
l (cosθ) are the associated Schmidt semi-normalized306

Legendre functions [Langel , 1987], l and m are the degree and order of the expansion up307

to a maximum degree of N , gml and hm
l are the internal (induced) field Gauss coefficients,308

qml and sml the external field coefficients. The EOF analysis will respond to both inducing309

(external) and induced (internal) fields – the use of a joint internal-external expansion310

allows us to isolate just the (external) inducing fields of interest.311

312

We will form the symmetric ring current SH model (which we term ‘SR’) from mode313

1, the annual oscillation model (which we term ‘AO’) from mode 2, and the semi-annual314

model (‘SA’) from mode 3. These three models do not describe patterns which are sta-315

tionary in the SM frame over the period of analysis. Hence, it is also desirable to produce316

a model of the ‘ground state’ that these three models are describing the variance of. For317

this reason, we will also produce a model of the removed means (‘RM’) described by318

Equation (2).319

320

As an example, to construct the data vector for the AO model SHA, we first extract321

the EOFs and PCs for mode 2 and a given start-UT. We use a notation such that y′

2(01)322

is the 2nd column-vector (i.e. eigenvector of the second mode) of Y′, and for a start-323

UT of 01:00. Likewise, we also extract b′

2(01) from B′. We calculate the data matrix324
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reconstruction for all analysis times and spatial positions, for mode 2 and for a start-UT325

of 01:00 as326

F̃2(01) =
(
y′

2(01)b
′T

2(01)

)
W−1/2 (9)327

Note that F̃2(01) contains contributions from all three components, and has the same328

structure as X in Equation (1). We perform SHA on each day of data – due to the329

combination of 24 start-UTs within each of these periods, the epoch of the SHA is at a330

time of 12:00, for an analysis covering all of that day. Hence, we must extract a row vector331

(corresponding to all spatial locations and one time) from each reconstructed data matrix,332

for each component. For example, f̃i2r(01) is the ith row (epoch) – each of its j elements333

(locations) is from a different column of F̃2(01) which corresponds to the r-component. We334

repeat this process for all start-UTs, appending 24 transposed row-vector reconstructions335

for a given component (here, r) into a single column vector:336

f̃i2r =




f̃Ti2r(01)

f̃Ti2r(02)
...

f̃Ti2r(24)




(10)337

The result of this concatenation is the improved coverage of observatories in the SM frame.338

The improved distribution is shown in section 4.4.339

340

We concatenate the start-UT series in a similar manner as shown above for the θ- and341

φ-components, following which, these single-component series are appended into a data342

vector for the SHA of the ith epoch:343

di =




f̃i2r

f̃i2θ

f̃i2φ


 (11)344
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Using these data we solve for an estimate of the vector m̂ of spherical harmonic coef-345

ficients of equation (8) via iteratively reweighted least-squares [Olsen, 2002; Olsen et al.,346

2009], utilizing Huber weights with a tuning constant of 1.5 (but without spatial regular-347

isation). We performed the joint internal-external SHA with an initially low value of N348

and investigated stability as it was increased. Our final data predictions are from har-349

monics up to degree 5 of an analysis with N = 16, since these coefficients were the most350

stable. The analysis involves forming the equations of condition matrix G [Menke, 1989]351

which relates the vector of spherical harmonic expansion coefficients from equation (8) to352

the magnetic components in equation (11), and calculating the data prediction d̂i (e.g. of353

the AO model for the ith epoch) by354

d̂i = Gm̂. (12)355

Unless otherwise stated, all data predictions presented here are calculated from just the356

external field coefficients. The residual of the SHA data prediction to the input data (the357

‘SHA residual’) is given by di − d̂i.358

4.4. Spatial patterns of the SHA data predictions

The full description of the solar-cycle long-period oscillation of the external inducing359

fields provided by our analysis is given by a sum of the four SH models (SR, AO, SA360

and RM). However, identifying the apparent physical meaning of each individual model361

will help place the relative importance of their spatial patterns in a wider context. As362

stated in section 3, it is not guaranteed that each mode will correspond to the field of a363

single current system. Where we are able to assign a probable source for a given pattern,364

we refer to the current system which appears to dominate that pattern. In section 4.2365
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we have assessed the modes’ temporal oscillations, both visually and via correlation with366

independent indices of geomagnetic activity, and shown that modes 1 and 3 are likely367

dominated respectively by magnetospheric and ionospheric signal. Here, we compound368

this evidence with an assessment of the spatial patterns of the external θ-component of369

each SH model, shown in Figure 6. The θ-component is shown because it highlights the370

trends we discuss more clearly than the r- or φ-components. Note that in each panel of371

Figure 6 the data prediction in the polar regions merely results from the global nature of372

the SH expansion, and is not indicative of the true external inducing field geometry there.373

We display the polar regions since this conveys the extent to which the coefficients of a374

given SH model will depend upon regions without data coverage.375

376

The θ-component of the background means (given by SH model ‘RM’) is shown in377

Figure 6(a), where a positive perturbation indicates a westwards-directed current located378

above the Earth’s surface. It is reasonable to expect that the mean field will have contri-379

butions from several current systems. Indeed, we see that a pattern consistent with the380

magnetospheric ring current dominates its nightside, whilst the dayside is dominated by381

a pattern consistent with the ionospheric Sq (Solar-quiet) current system. Note that the382

polar mask means that fields in the polar regions are poorly resolved and not indicative383

of the true polar inducing fields.384

385

The spatial pattern of the annual oscillation (‘AO’) model is shown in Figure 6(b).386

When the north-south derivative (not shown) is taken of the RM model pattern shown in387

Figure 6(a), the result bears a good similarity to Figure 6(b). We show (as highlighted388
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in Figure S1 in the supplementary information) that the AO model describes the north-389

south oscillation (on an annual timescale) of the background field represented by the RM390

model. Addition of the AO model (at a given phase of its temporal oscillation) to the391

RM model produces the appropriate seasonal motion of the background field. Since the392

AO model is an oscillation resulting from the motion of the Sun in the SM system, it is393

expected to entail a mixture of current contributions. From our analysis, it appears that394

the AO and RM models likely contain contributions from the same set of source currents.395

396

The distribution of the SR model is shown in Figure 6(c). It shows a high level of397

zonal (i.e. LT) invariance across the nightside, consistent with the pattern expected of398

the magnetospheric ring current. Thus our earlier interpretation of the meaning of this399

pattern (based on its temporal oscillation) appears to be justified. The dayside part of400

the SR model is less zonally invariant than the nightside – we cannot confirm the origin401

of this aspect of the SR pattern, but we offer two possibilities. Firstly, the SR pattern402

on the dayside could be due to a weakening (as measured at the Earth’s surface) of the403

magnetic signal of the ring current according to the (eastward) Chapman-Ferraro currents404

[e.g. Cowley , 2007] at the dayside magnetopause. Secondly, since the mode 1 oscillation405

was shown (in Figure 5) to exhibit a weak annual periodicity, the dayside part of the SR406

model might reflect an incomplete separation of the annual oscillation pattern from the407

ring current by the EOF analysis.408

409

The SA model pattern is shown in Figure 6(d). The pattern has a good resemblance to410

the magnetic perturbations of the Sq current system, with minimal nightside signal. This411
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ties in with the correlation of mode 3 (on which the SA model is based) with the F10.7412

index, and it therefore appears that Sq dominates the SA model. This interpretation is413

consistent with the semi-annual portion of mode 3 arising from the modulation of the Sq414

system due to the Russell-McPherron effect, as discussed in section 4.2.415

416

To summarise the spatial interpretation of the models, it appears that SR and SA are417

dominated respectively by the day-to-day amplitude modulation of the ring current and418

Sq systems, whilst both of these systems contribute approximately equally to the back-419

ground mean field (RM) and its apparent annual north-south motion in the SM frame420

(AO). The significance of these results in light of the findings of previous studies is dis-421

cussed in section 5.422

423

The external SH coefficients (from which the data predictions in Figure 6 are made) are424

shown for each model in Table 1, in units of nT at their respective maximum-amplitude425

epochs, up to degree and order 5. The q01 harmonic of the SR model is the strongest426

term, indicating that the symmetric ring current is (as expected) the dominant source in427

the inducing signal. We also resolve substantial (cumulatively strong) complexity in both428

zonal and non-zonal higher-degree coefficients, which are subject to long-period oscilla-429

tions. The SR model’s next-strongest harmonics are the q03 and q05 terms, which are of430

similar (or lesser) amplitude than the harmonics q11 in the AO model and q12 in the RM and431

SA models. Our results justify the use of a more complete description for the inducing432

field than just the symmetric ring current. An assessment of the likely improvement in433

mantle conductivity estimates as a result of the inclusion of this information is beyond434
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the scope of our study.435

436

We provide the internal Gauss coefficients in the supplementary material. These are of437

smaller amplitude than the corresponding external coefficients, justifying our assumption438

that the EOF approach responds primarily to the inducing fields of interest.439

440

An example of the SHA residuals – those of the AO model at its strongest epoch – is441

shown in Figure 7. The absolute values are highest near observatory clusters (particularly442

on the dayside), but are generally low in amplitude, and are not globally coherent; hence443

we believe that the models are un-biased in their representation of SM-frame patterns.444

The residuals for the other models and components are similarly distributed, though the445

polar mask does increase their amplitudes in high-latitude regions for those models which446

have most power in their low-degree coefficients.447

5. Discussion

Based on the amplitudes of the coefficients shown in Table 1, it appears that the ring448

current is the most important pattern, both on short timescales, as well as on the scale of449

a full solar cycle. The annual and semi-annual oscillation model coefficients are smaller450

in amplitude, but still important in describing the long period external field variations.451

Although the application of a SHA in recombining the 24 start-UTs resolves each mode’s452

oscillation into discrete spherical harmonics (each with rigid geometries), the SHA is suf-453

ficiently high-degree (and the replicated data distribution dense enough) that this step454

does not impose significant geometrical simplifications on the solutions.455

456
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The compactness of the EOF description of the external fields is due to the correlation457

between the observatories’ data in the chosen frame of reference. Thus the coordinate458

system we use is an implicit prior assumption of our decomposition. This choice does not459

affect the completeness of the representation of the data’s variance by the EOFs, but it460

does affect our physical interpretation of a given mode (remembering that these are data461

modes, which do not necessarily describe individual physical phenomena). Ultimately, our462

interpretation of the meaning of each mode is subjective, but (we hope) intuitive. On the463

timescales covered by our analysis, our system of latitudes is effectively geographically-464

fixed, creating an apparent motion of the Sun (and with it, the current systems). This465

apparent motion will be the same as that ‘perceived’ by the conducting interior of the466

Earth, thus we consider our choice of coordinate system to be reasonable.467

468

It is worth commenting on the longest periods of the obtained modes in more detail. Re-469

call that each identified mode has both a periodic oscillation (either annual, semi-annual470

or the length of the solar cycle), and an aperiodic day-to-day variance, which vary in471

their relative importance to the composition of the mode’s signal. For instance, we have472

stated above that the AO model describes principally a source region motion, whilst the473

SR and SA models describe principally a source region amplitude modulation (of certain474

parts of the static fields, represented by the RM model). It is likely that the apparent475

motion of the source regions on the scale of a solar cycle is minimal in comparison to476

their apparent seasonal motion (in our chosen coordinate frame). Hence, we expect the477

solar cycle-related trends will be primarily amplitude modulations, contributing to both478

the day-to-day and periodic variances. This is probably why we see the solar cycle trends479
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split across several modes. Whilst it is beyond the scope of our study, if we were to take480

one ‘snapshot’ of the data per year in the same manner as the start-UTs are selected481

once per day, we could likely compress the solar-cycle variations into fewer modes, with482

minimal interference from the seasonal motion of their source regions.483

484

We have referred to the possible source regions of the magnetic signals multiple times485

and shown evidence to back up our physical interpretation, but we reiterate that the EOF486

method cannot be used to distinguish reliably between current systems. This is unfor-487

tunate, since the relative importance of the ionosphere to the inducing fields has been488

recognised since at least the studies of Banks [1969] and Malin and Işikara [1976]. More489

recently, Balasis et al. [2004] have analysed CHAMP satellite data to show that that the490

long period inducing source has significant non-axisymmetric (i.e. non-zonal) structure,491

with evidence to suggest that this non-zonal signal is magnetospheric, rather than iono-492

spheric. In response to this finding, Balasis and Egbert [2006] (hereafter BE2006) applied493

EOF analysis to four years of mid-latitude ground observatory hourly mean magnetic494

data, to search for evidence of non-zonal source fields. The BE2006 study is perhaps495

closest to ours, though the results are not directly comparable since BE2006 removed an496

estimate of the Sq and ring current signals, and filtered their data to retain only periods497

of between 5 and 50 days. The dominant pattern resolved by BE2006 exhibited cross-498

nightside asymmetry in LT, and had a semi-annual temporal periodicity (additionally,499

well-correlated with the Dst index). We also resolve a semi-annual pattern – indeed, we500

resolve non-zonal structure in each of the models we present. However, we find that the501

cross-nightside non-zonal structure (i.e. within the 12 hour range centred on local dipole502
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midnight) is always dominated by the contributions from the dayside. Furthermore, the503

dayside contributions appear as important (if not more so) to the inducing signal on pe-504

riods of months and longer than the nightside contributions.505

506

The more recent use of low-Earth orbit (LEO) satellite data in induction studies means507

that there is a tendency to parameterise only the magnetospheric inducing terms, and508

to consider the other contributions as correlated noise. This is primarily because the509

ionospheric component is internal to LEO altitudes, thus is not distinguishable from the510

induced fields. Our findings confirm the prevailing view (cf. Püthe and Kuvshinov [2014])511

that the symmetric ring current is the dominant inducing field. Furthermore, we show512

which additional inducing field harmonics are important to ground-based data at all LTs,513

and have provided information of the behaviour of the baselines of these inducing fields514

over the course of a solar cycle.515

6. Conclusions

We have applied the EOF method to 13 years of ground-based observatory hourly mean516

data and extracted the dominant spatiotemporal patterns of the quiet-time long period517

external fields, without making explicit assumptions about their geometry. Whilst the518

EOF method cannot distinguish between source regions, we find that the majority of the519

inducing signal is consistent with the pattern of the symmetric ring current, which is520

commonly assumed to be the sole inducing source. We also find significant contributions521

from patterns representative of other (non-zonal) current systems, which are important to522

the total signal on annual, semi-annual and solar-cycle periods. These patterns collectively523

describe the variance of the data over the 13 year analysis span – we also describe the524
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pattern of the ‘ground state’ of the data, in the form of the mean field over the same525

period. We hope that these new estimates of the inducing fields will aid future studies of526

mantle induction, and highlight the continued utility of ground-based observatory data.527
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Figure 1. Spherical triangles (blue lines) forming the convex hull of the observatory

distribution (red dots) in geomagnetic (MAG) coordinates (shown for epoch 2005.0). The

sum of the surface areas of each triangle which has a given observatory as a vertex is

used as a weighting value for that observatory in the EOF solution. Black dotted lines

indicates the polar mask regions, each 30◦ from the poles. Observatories within these

regions contribute no variance to the analysis.
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Figure 2. Proportion of variance accounted for by each of the first ten modes: a

normalised eigenvalue spectrum. This mean eigenspectrum is computed from the eigen-

spectra of each start-UT – the envelope of these contributory spectra is shown in the form

of error bars on the mean spectrum.
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Figure 3. (Auto)-correlations between the temporal oscillations of a given mode from

a reference start-UT of 18:00, and the same mode from all other start-UTs. Mode 1 is

shown in dark blue, 2 in red, and 3 in green. A consistently-high correlation indicates a

consistent pattern is being represented for a given mode across the EOF analyses of each

start-UT. This is important since we later combine the signals from each start-UT. The

light blue line shows the correlation between mode 3 at start-UT 18:00, and mode 4 for

each other start-UT – see text for further details.
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Figure 4. (a) Temporal oscillations computed as daily means from the 24 EOF analyses

of each start-UT, spanning all 13 analysis years for modes 1 (blue), 2 (red) and 3 (green).

The negative RC index, taken as daily means for the appropriate quiet days, is shown in

black, for comparison with mode 1. The same vertical scale applies to each series in panel

(a), though panels (b) and (c) have differing scales. (b) The F10.7 index, in solar flux

units (sfu), included for comparison with mode 3. (c) The difference between the daily

means of the RC index and mode 1 (both shown in panel (a)).
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Figure 5. Power spectra of each time series in Figure 4(a). See text for further details.
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Figure 6. Global plots of data prediction for the θ-component from each of the

RM (background mean), AO (annual oscillation), SR (ring current) and SA (semi-annual

oscillation) SHA models, shown respectively in panels (a)–(d). Each model is shown at

the epoch of its maximum amplitude. The black dots are the observatory positions in

the SM frame, at all 24 contributory start-UTs, combined (observatories within the polar

mask region are not shown). The data prediction at these positions has been linearly

interpolated to an even 1◦ meshgrid (vertices not shown), and the contours filled according

to the colour scale to the right of each map. DLT stands for Dipole Local Time. Values

within the polar mask region are not based on the observatory data but are extrapolated

from the SHA expansion.
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coefficient (nT) SR AO RM SA

q01 48.76 0.20 -0.92 -1.81

q11 -0.56 -4.72 -1.03 1.32

s11 1.84 2.28 1.87 -0.68

q02 1.31 -2.51 0.23 -0.16

q12 -2.74 -0.34 -6.33 -3.53

s12 0.01 0.19 0.49 -0.61

q22 -0.37 -1.20 -0.21 0.38

s22 1.54 2.45 1.01 -0.39

q03 -3.92 0.45 0.59 1.08

q13 0.91 -0.38 0.38 -0.12

s13 -0.85 -0.84 -0.35 0.34

q23 -1.44 -0.47 -2.92 -1.60

s23 -0.39 0.12 0.12 -0.04

q33 0.02 0.05 -0.01 -0.08

s33 0.68 1.25 0.58 -0.30

q04 -0.39 0.86 -0.05 -0.17

q14 1.65 0.20 1.27 1.55

s14 0.61 -0.12 0.03 0.26

coefficient (nT) SR AO RM SA

q24 0.17 -0.55 0.16 0.10

s24 -0.36 -0.35 -0.12 -0.08

q34 -0.58 -0.04 -1.18 -0.83

s34 0.20 0.03 0.31 0.35

q44 0.11 0.30 0.06 -0.15

s44 0.18 0.11 0.18 -0.07

q05 -3.38 0.01 -0.30 -0.26

q15 -0.73 0.74 -0.44 -0.14

s15 -0.23 0.14 -0.13 -0.06

q25 0.41 -0.02 0.16 0.28

s25 -0.15 -0.14 -0.02 -0.16

q35 0.01 -0.20 0.08 0.14

s35 -0.15 -0.11 0.00 -0.06

q45 0.01 0.09 -0.27 -0.34

s45 0.23 -0.01 0.14 0.21

q55 0.03 0.15 0.02 -0.16

s55 -0.07 -0.29 0.01 0.00

Table 1. External SH coefficient values for the four SHA models in units of nT

up to degree and order 5, at the maximum amplitude epoch of each model. The data

predictions in Figure 6 are based on these models. The full time series of internal and

external coefficients up to degree and order 16 are given in the supplementary information.
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Figure 7. Global plot of residuals to the θ-component from the ‘AO’ (annual oscillation)

model, shown at the epoch of its maximum amplitude. Other details are as per the charts

in Figure 6, though a different colour scale is used. Note that the data prediction used to

compute the residual is the sum of the internal and external parts of the AO model.
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