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Abstract

In this paper we consider four alternative approaches to complexity control in feed-forward networks based respectively on architecture selection, regularization, early stopping, and training with noise. We show that there are close similarities between these approaches and we argue that, for most practical applications, the technique of regularization should be the method of choice.

1 Introduction

A central issue in the application of feed-forward networks is the determination of the appropriate level of complexity for the network. The complexity determines the generalization properties of the model, since a network which is either too simple or too complex will have poor generalization\(^1\). This can be easily understood by analogy to the problem of curve fitting using polynomials. Consider a data set generated from a smooth underlying function with additive noise on the target variables. A polynomial with too few coefficients will be unable to capture the underlying function from which the data was generated, while a polynomial with too many coefficients will start to model the noise on the data (the phenomenon of over-fitting) and hence will again result in a poor representation of the underlying smooth function. The order of the polynomial controls the number of degrees of freedom (i.e. the number of independently adjustable parameters) in the model, and there will be some optimum number of coefficients for which the fitted polynomial will give the best representation of the function. It is this polynomial which will, on average, give the best predictions for new data. A similar situation arises in the application of neural networks, where it is again necessary to match the complexity of the model to the problem being solved.

\(^1\)Here we are adopting a frequentist viewpoint. From a Bayesian perspective there may be, in principle at least, no need to limit model complexity [6].
2 Complexity Control

In this paper we consider four common approaches to complexity control based respectively on network architecture selection, regularization, early stopping, and training with noise. We show that there are relationships and similarities between these techniques, and we shall argue that, for the majority of applications, the technique of regularization should be the method of choice. For each of these techniques there is some parameter (number of hidden units, regularization coefficient, number of training steps, or noise variance) which controls the model complexity. Its value is chosen to maximize the generalization performance of the model, using techniques such as cross-validation [2].

2.1 Architecture Selection

The complexity of a neural network model is governed by the number of degrees of freedom, which in turn is controlled by the number of adaptive parameters (weights and biases) in the network. Changes to the network architecture which alter the number of parameters can therefore be used to control complexity. One of the simplest approaches involves the use of networks with a single hidden layer, in which the the number of parameters is controlled by adjusting the number of hidden units. Other approaches involve growing or pruning the network structure as part of the training process itself.

2.2 Regularization

Network training corresponds to the minimization of an error function $E$. The technique of regularization encourages smoother network mappings by adding a penalty $\Omega$ to the error function to give

$$\tilde{E} = E + \nu \Omega$$

where $\nu$ is a parameter called a regularization coefficient which controls the model complexity. In a Bayesian context, the regularization function corresponds to the negative logarithm of the prior distribution of network weights.

One of the simplest forms of regularizer is called weight decay and consists of the sum of the squares of the adaptive parameters

$$\Omega = \frac{1}{2} ||w||^2$$

where $w$ denotes the vector of all weights and biases in the network. Regularizers of this form encourage the network function to be smooth. In conventional curve fitting, the use of this form of regularizer is called ridge regression. The gradient of the regularized error function is given from (1) and (2) by

$$\nabla \tilde{E} = \nabla E + \nu w$$

We can gain insight into the behaviour of the weight decay regularizer by considering the particular case of a quadratic error function. A general quadratic error can be written in the form

$$E = E_0 + \frac{1}{2} (w - w^*)^T H (w - w^*)$$
where the Hessian matrix $H$ is positive definite and constant, and $w^*$ corresponds to the minimum of the error function. In the presence of the regularization term, the minimum moves to a point $\tilde{w}$ which, from (3) and (4), satisfies

$$H(\tilde{w} - w^*) + \nu \tilde{w} = 0 \quad (5)$$

We can better interpret the effect of the weight decay term if we rotate the axes in weight space so as to diagonalize the Hessian. This is done by considering the eigenvector equation for the Hessian given by

$$Hu_j = \lambda_j u_j \quad (6)$$

We can now expand $w^*$ and $\tilde{w}$ in terms of the eigenvectors to give

$$w^* = \sum_j u_j^* u_j \quad \tilde{w} = \sum_j \tilde{u}_j u_j \quad (7)$$

Combining (5) and (7), and using the orthonormality of the $\{u_j\}$, we obtain the following relation between the minima of the original and the regularized error functions

$$\tilde{w}_j = \frac{\lambda_j}{\lambda_j + \nu} w_j^* \quad (8)$$

The eigenvectors $u_j$ represent the principal directions of the quadratic error surface. Along those directions for which the corresponding eigenvalues are relatively large, so that $\lambda_j \gg \nu$, (8) shows that $\tilde{w}_j \simeq w_j^*$, and so the minimum of the error function is shifted very little. Conversely, along directions for which the eigenvalues are relatively small, so that $\lambda_j \ll \nu$, (8) shows that $|\tilde{w}_j| \ll |w_j^*|$, and so the corresponding components of the minimum weight vector are suppressed. This effect is illustrated in Figure 1. Thus only those directions for which $\lambda_j \gg \nu$ contribute significantly to fitting the data, with the weight vector components in remaining directions being set to small values by the regularizer. The quantity

$$\gamma = \sum_j \frac{\lambda_j}{\lambda_j + \nu} \quad (9)$$

defines the effective number of parameters in the model [5]. Clearly as $\nu$ is increased so the effective number of parameters is reduced.

The simple weight decay regularizer given by (2) suffers from the problem of being inconsistent with known scaling properties of the network function [2]. For example, if a linear rescaling is applied to the input data, this can be absorbed by a linear rescaling of the first-layer weights (and biases) such that the network outputs are unchanged. Similarly, a linear transformation of the output variables of the network can be achieved by linearly rescaling the final-layer weights (for a network with linear output units). The simple weight decay regularizer, however, would arbitrarily favour configurations with smaller weight values. We should instead divide the weight and bias parameters into groups and assign a separate regularizer (with its own regularization coefficient) to each such group [2]. Appropriate groups could, for instance, consist of the first-layer weights, the first-layer biases and the second-layer weights.
2.3 Early Stopping

Another well-known approach to controlling model complexity is called early stopping. During a typical training session, the error measured with respect to the training data set decreases as a function of the number of iterations. However, the error measured with respect to independent data often shows a decrease at first, followed by an increase as the network starts to over-fit. Early stopping aims to achieve the best generalization by setting the weight vector to the value which gives the smallest error on new data.

We can demonstrate a relationship between early stopping and regularization for the case of a quadratic error function of the form (4). Suppose the initial weight vector $w^{(0)}$ is chosen to be at the origin, and is updated using simple gradient descent

$$w^{(\tau)} = w^{(\tau-1)} - \eta \nabla E$$

where $\tau$ denotes the step number, and $\eta$ is the learning rate (which is assumed to be small). Substituting (4) into (10) and making use of (7) we then obtain

$$w_j^{(\tau)} - w_j^* = (1 - \eta \lambda_j) (w_j^{(\tau-1)} - w_j^*)$$

After $\tau$ steps of gradient descent we then have

$$w_j^{(\tau)} = \{1 - (1 - \eta \lambda_j)^\tau\} w_j^*$$

Note that, as $\tau \to \infty$ this gives $w^{(\tau)} \to w^*$ as expected, provided $|1 - \eta \lambda_j| < 1$. Now suppose that training is halted after a finite number $\tau$ of steps. Then it
is easily seen that

\[ w_j^{(r)} \simeq w_j \quad \text{when} \quad \lambda_j \gg (\eta \tau)^{-1} \tag{13} \]
\[ |w_j^{(r)}| \ll |w_j| \quad \text{when} \quad \lambda_j \ll (\eta \tau)^{-1} \tag{14} \]

Comparison with the corresponding result (8) obtained using weight decay regularization shows that early stopping and regularization lead to similar solutions, and that the quantity \((\eta \tau)^{-1}\) is analogous to the regularization parameter \(\nu\).

This result also show that the effective number of parameters in the network, as defined by (9) with \(\nu\) replaced by \((\eta \tau)^{-1}\), grows as the training progresses.

The relationship between early stopping and regularization is illustrated in Figure 2. A weight vector which starts at the origin and moves according to the local error gradient will follow a trajectory shown by the curve. By stopping training early, a weight vector \(w^{(r)}\) is found which is qualitatively similar to that obtained with a simple weight decay regularizer as can be seen by comparing with Figure 1.

### 2.4 Training With Noise

The final technique which we consider for controlling the (effective) complexity of a feed-forward network is based on the addition of noise to the input vectors during training. A theoretical analysis of this technique [3] shows that, for small values of the noise variance, training with noise is equivalent to the use of regularization (and no added noise) where the regularizer depends on the derivatives of the network function. Here we summarize the analysis for the case of a sum-of-squares error.

For a network function \(y(x)\) with input vector \(x\) and a single output \(y\) the sum-of-squares error can be written in the form

\[ E = \langle (y(x) - t)^2 \rangle_{x,t} \tag{15} \]
where \( t \) denotes the target variable and \( \langle \cdot \rangle \) denotes the expectation. Now suppose that each time an input vector \( \mathbf{x} \) is presented to the network a random vector \( \mathbf{\epsilon} \) is added first. The error function is then given by an average over both the distribution of data and the distribution of noise in the form

\[
\tilde{E} = \langle \{y(\mathbf{x} + \mathbf{\epsilon}) - t\}^2 \rangle_{\mathbf{x},t,\mathbf{\epsilon}}
\]

(16)

For small values of \( \mathbf{\epsilon} \) we can make use of a Taylor expansion of the form

\[
y(\mathbf{x} + \mathbf{\epsilon}) = y(\mathbf{x}) + \mathbf{\epsilon}^T \nabla y(\mathbf{x}) + \frac{1}{2} \mathbf{\epsilon}^T \nabla^2 y(\mathbf{x}) \mathbf{\epsilon} + O(\mathbf{\epsilon}^3)
\]

(17)

We now substitute (17) into (16) and assume that the noise distribution has zero mean, and a covariance matrix which is proportional to the unit matrix \( \mathbf{I} \) so that

\[
\langle \mathbf{\epsilon} \rangle = 0
\]

(18)

\[
\langle \mathbf{\epsilon} \mathbf{\epsilon}^T \rangle = \nu \mathbf{I}
\]

(19)

We then obtain the effective error function in the form

\[
\tilde{E} = E + \nu \langle \| \nabla y \|^2 \rangle_{\mathbf{x},t} + \nu \langle \{y - t\} \nabla^2 y \rangle_{\mathbf{x},t}
\]

(20)

We are interested in finding the network function which minimizes this error. By functional differentiation of (20), and making use of (15), we see that this function takes the form

\[
y(\mathbf{x}) = \langle t \rangle_{\mathbf{x},t} + O(\nu)
\]

(21)

where \( \langle t \rangle_{\mathbf{x},t} \) denotes the conditional average of the target data, also known as the regression of the target variable. If we now back-substitute (21) into (20) we see that the term involving the second derivatives of the network function vanishes to \( O(\nu) \). For a data set of input vectors \( \mathbf{x}^n \) and corresponding target values \( t^n \) (where \( n = 1, \ldots, N \)) the effective error function can then be written in the form

\[
\tilde{E} = \sum_{n=1}^{N} \{y(\mathbf{x}^n) - t^n\}^2 + \nu \sum_{n=1}^{N} \| \nabla y(\mathbf{x}^n) \|^2
\]

(22)

We therefore see that, for sufficiently small values of the noise variance \( \nu \), the minimization of a sum-of-squares error with noise added to the input data is equivalent to the minimization of the regularized error function (22) without the addition of noise. For linear network models, the regularizer in (22) reduces to the weight-decay regularizer of (2) but with the bias parameters omitted.

In Figure 3 we present an empirical comparison between training with noise (using ten copies of each data point and a Gaussian noise distribution) and the use of the regularized error function (22). The required gradients of the regularized error were evaluated efficiently by using an extended form of backpropagation [1]. These gradients were then used in a standard BFGS quasi-Newton non-linear optimization algorithm.

\[\text{\footnotesize{\textsuperscript{2}A similar analysis was considered by Reed \textit{et al.} [7] who arbitrarily discard the second derivative terms.}}\]
3 Discussion

In this paper we have considered four approaches to the problem of complexity control in feed-forward networks. Network architecture selection changes the actual number of adaptive parameters in the network, while regularization controls the effective number of parameters. We have seen that early stopping also limits the effective number of parameters, while training with noise is equivalent (at small noise variance) to a derivative-based regularizer. It is natural to ask which of these four methods should be used in practice. Here we argue that, for most applications, techniques based on regularization are to be preferred. Reasons for this include the following:

1. One way to view complexity control in feed-forward networks is in terms of the trade-off between the bias and the variance of the network function. Regularizers which exploit prior knowledge can lead to significant reductions in variance while producing a relatively small increase in bias, thereby leading to improved generalization. For example, regularizers can be constructed which encourage invariance to translations and rotations in character recognition applications [8].

2. When regularization is used the effective complexity is controlled by one or more continuous parameters, which are generally much easier to optimize than a discrete quantity such as the number of hidden units. For instance, the evidence approximation to the Bayesian approach [5] allows the values of regularization parameters to be optimized (using simple re-estimation procedures) as part of the training algorithm, without the need for separate validation data.
3. The technique of early stopping is largely ad-hoc, and the solution found for the weights will depend on the path through weight space which will in turn depend on the initial randomly chosen weight vector as well as the parameters of the learning algorithm.

4. Training with noise, if used with batch optimization algorithms, requires that the data set be replicated many times, and this leads to a substantial increase in the computational cost of training the network. By contrast, direct minimization of a regularized error function leads to a relatively small increase in computational cost.

5. As we discussed in Section 2.2, a practical application will typically require the use of regularizers which are more sophisticated than simple weight decay and which are controlled by several independent regularization coefficients. The effects of such regularizers cannot easily be replicated using the other methods described in this paper.

For most practical applications the technique of regularization will be the preferred choice since it provides the most flexible form of model complexity control, it is computationally efficient, and it allows prior knowledge to be incorporated directly into the network training procedure.

References


