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POISSON GEOMETRY OF MONIC MATRIX POLYNOMIALS

ALEXANDER SHAPIRO

ABSTRACT. We study the Poisson geometry of the first congruence subgroup $G_1[[z^{-1}]]$ of
the loop group $G[[z^{-1}]]$ endowed with the rational $r$-matrix Poisson structure for $G = GL_m$
and $SL_m$. We classify all the symplectic leaves on a certain ind-subvariety of $G_1[[z^{-1}]]$ in
terms of Smith Normal Forms. This classification extends known descriptions of symplectic
leaves on the (thin) affine Grassmannian and the space of $SL_m$-monopoles. We show that
a generic leaf is covered by open charts with Poisson transition functions, the charts being
birationally isomorphic to products of coadjoint $GL_m$ orbits. Finally, we discuss our results
in terms of (thick) affine Grassmannians and Zastava spaces.

INTRODUCTION

One of the central problems in the theory of integrable systems is the description of geom-
etry of their phase spaces. The majority of known systems are modelled on the symplectic
leaves of Poisson-Lie groups. In the present paper we provide a classification of symplectic
leaves on the space $\mathcal{M}$ of (monic) matrix polynomials with the Yangian Poisson bracket.
In order to motivate this problem and explain the obtained classification, let us recall some
known results of the same nature. Probably, the most studied example of a Poisson-Lie group
is a complex simple Lie group $G$ endowed with the so-called standard Poisson structure. Its
symplectic leaves and corresponding discrete integrable systems were investigated in [22, 24].
The isomorphism classes of its symplectic leaves are in bijection with the double Bruhat cells
on $G$, and thus are classified by pairs $(u,v)$ of the Weyl group elements. These results were
generalized to the case of affine Kac-Moody groups with a trigonometric $r$-matrix in [35]. In
the Kac-Moody case, a class of discrete integrable systems [14, 16, 17, 21] was obtained in
the following way. Every double Bruhat cell is covered by a family of open charts parame-
terized by double reduced words representing $(u,v)$. These charts admit canonical Poisson
isomorphisms and Poisson transition functions on the intersections. Compositions of the lat-
ter provide a family of discrete Poisson transformations that may be realised as compositions
of cluster mutations.

Recall that affine Kac-Moody groups are certain central extensions of polynomial loop
groups $G[z, z^{-1}]$. Another natural Poisson structure on $G[z, z^{-1}]$ comes from the rational
$r$-matrix. In this case, the loop group $G[z, z^{-1}]$ has $G[z]$ and the kernel $G_1[z^{-1}]$ of the
evaluation homomorphism $G[z^{-1}] \to G$ as Poisson subvarieties. At the same time, $G_1[z^{-1}]
is an open set in the thin affine Grassmannian $Gr = G[z, z^{-1}]/G[z]$. The symplectic leaves
of $Gr$ with the rational structure induced from $G[z, z^{-1}]$ were studied in [23]. Relying on the
results of [28] for finite-dimensional groups, it was shown that the leaves of $Gr$ are of the form

$$Gr_{\alpha, \beta} = (G[z]z^\alpha \cap G_1[z^{-1}]z^\beta)G[z]/G[z],$$

where $\alpha$ and $\beta$ are dominant coweights of $g$ and $\alpha \geq \beta$. Therefore, as in the trigonometric
case, the symplectic leaves on $Gr$ are parameterized by combinatorial data encoded in a pair
of coweights. At the same time, the symplectic leaves on $G_1[z^{-1}]$ are classified by a single
coweight $\alpha$, or equivalently, by a pair $(\alpha, 0)$.
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Although, polynomial loop groups give rise to many examples of integrable systems, it seems that their generality is not fully satisfying. For example, $SL_n$ magnetic chains studied in [15, 34] can not be modelled on symplectic leaves of $G[z, z^{-1}]$. The reason is that elements of the polynomial loop group $GL_m[z, z^{-1}]$ need to have polynomial inverses. In particular, this implies that in any representation their determinants are Laurent monomials. On the other hand, in order to model magnetic chains, one has to allow for loops whose determinants may be any nonzero polynomials. Thus, a natural choice for underlying Poisson (ind-)variety would be the space of matrix polynomials as an ind-subvariety in the formal loop group $GL_m((z^{-1}))$. We note that this construction admits a generalization for any complex semi-simple Lie group which we consider in the forthcoming publication.

Another motivation for studying Poisson geometry of the space $\mathcal{M}$ of (monic) matrix polynomials is that $\mathcal{M}$ serves as a quasi-classical analogue of the Yangian $Y(gl_m)$. Following the general idea of geometric quantization, there should exist a certain correspondence between irreducible representations of $Y(gl_m)$ and symplectic leaves of $\mathcal{M}$. From this point of view, the geometry of $\mathcal{M}$ has been studied in [18, 19]. Namely, in [19] for any dominant coweight $\alpha$ of $g$ there was obtained a $Y(g)$-module depending on a number of parameters. This generalized the Gelfand-Zetlin type representations obtained in [18], which correspond to the case of $g = sl_m$ and $\alpha$ being the first fundamental coweight. It was also shown in [19] that the quasi-classical limits of the obtained representations are birationally isomorphic to open subsets in the space of $G$-monopoles. Finally, these representations were used to find the explicit solutions of the quantum open Toda chain and the quantum hyperbolic Sutherland model.

Over the past ten years, the results of [19] were extended in several different directions. In [23] a family of representations (again, depending on a dominant coweight $\alpha$ and a number of parameters) of shifted Yangians $Y_\beta$ was constructed. In case $\beta = 0$ this repeats the result of [19]. Moreover, these new representations were proven (modulo a technical conjecture) to quantize slices $Gr^\alpha_\beta \subset Gr$. It was proven in [12] that the Atiyah-Hitchin symplectic structure on the space of $G$-monopoles $[1, 11]$ coincides under the birational isomorphism described in [19] with the rational $r$-matrix Poisson structure on the thin affine Grassmannian. Finally, in [30] there was established another connection between a space of monopoles and quantum integrable systems. More precisely, certain generating function on the Laumon space was shown to be the eigenfunction of the quantum trigonometric Calogero-Sutherland hamiltonian.

In the present paper we classify the symplectic leaves on the space $\mathcal{M}$ of monic matrix polynomials endowed with the rational $r$-matrix Poisson bracket. As a corollary we obtain a description of symplectic leaves on a certain ind-subvariety $\mathcal{G}$ of the thick affine Grassmannian $G((z^{-1}))/G[z]$ for $G = SL_m$. The subvariety $\mathcal{G}$ consists of elements of the form $g(z)P(z)$ where $P(z) \in \text{Mat}_m[z^{-1}]$ is a monic matrix polynomial in $z^{-1}$ and $g(z) \in \mathbb{C}[[z^{-1}]]$ is a formal monic power series representing an $m$-th root of det $P(z)$. Note, that $\mathcal{G}$ contains the thin affine Grassmannian $Gr$ as a Poisson ind-subvariety. The classification of symplectic leaves is given in terms of Smith Normal Forms (see section 2.1), in other words, symplectic leaves are parameterized by sets of polynomials $d_1(z), \ldots, d_m(z)$ so that $d_{i+1}$ divides $d_i$ for $i = 1, \ldots, m - 1$ and the sum of their degrees is divisible by $m$. Let $r$ be the degree of $d_i(z)$ and $r_1 + \ldots + r_m = mn$. We call $\alpha = (\alpha_1, \ldots, \alpha_m)$ with $\alpha_i = r_i - n$ the type of the leaf. We prove that all the leaves of the same type are Poisson birationally isomorphic. For each
symplectic leaf we provide its dimension and describe its closure. Finally, we prove that a generic symplectic leaf is covered by open charts with birational Poisson transition functions. Moreover, each chart is birationally isomorphic to a product of \( GL_m \) coadjoint orbits. This prepares a ground for discrete integrable systems, which we plan to study elsewhere.

Our result generalizes (for \( G = SL_m \)) the descriptions of symplectic leaves from [19] where leaves were classified only up to their type and of [23] where a special case of our result with \( d_i(z) = z^{r_i} \) was obtained. In particular, this answers a question raised in [19] on how their description may be interpreted from the point of view of Poisson-Lie theory. Note that in both [19] and [23] the leaves were classified by coweights of the Lie algebra \( g \), thus the roots of polynomials \( d_i(z) \) were lost and only the combinatorial data of their degrees survived. At the same time, it seems that the roots of polynomials \( d_i(z) \) play the role of quantization parameters in [19] and [23]. We also note that under the birational isomorphism from [19], the roots of polynomials \( d_i(z) \) correspond to colored divisors in a partial compactification of the space of monopoles, also known as Zastava spaces [4, 5, 13].

The paper is organized as follows. In section 1 we recall basic facts from the Poisson-Lie theory and a definition of the Poisson ind-group. We also introduce ind-varieties \( \mathcal{M} \) and \( \mathcal{G} \), the main subjects of the present paper, and endow them with the Poisson ind-group structure. In section 2 we recall the Smith Normal Form theorem and obtain a classification of symplectic leaves on \( \mathcal{M} \) and \( \mathcal{G} \). Section 3 is devoted to the properties of symplectic leaves, we describe their dimensions, closures, and factorization of generic symplectic leaves. Finally, in section 4 we discuss in detail how our results are related to previous works.
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1. Poisson-Lie structure

In this section we recall some basic facts on the finite-dimensional Poisson-Lie theory, Poisson ind-groups, and define the main subjects of the paper.

1.1. Finite-dimensional theory.

**Definition 1.1.** A Poisson variety is a variety \( M \) endowed with a Poisson bracket
\[
\{ , \} : C^\infty(M) \otimes C^\infty(M) \to C^\infty(M)
\]
such that
- \( C^\infty(M) \) is a Lie algebra with the bracket \( \{ , \} \);
- the Leibniz rule is satisfied, i.e. for any \( \phi, \psi, \eta \in C^\infty(M) \) one has
\[
\{ \phi \psi, \eta \} = \phi \{ \psi, \eta \} + \{ \phi, \eta \} \psi
\]

For any function \( \phi \in C^\infty(M) \), the map
\[
\{ \phi, - \} : C^\infty(M) \to C^\infty(M), \quad \psi \mapsto \{ \phi, \psi \}
\]
is a derivation, thus defines a vector field \( \xi_\phi \in Vect(M) \) by the formula
\[
\langle \xi_\phi, d\psi \rangle = \{ \phi, \psi \}.
\]
Such vector fields are called Hamiltonian. In particular, we see that the bracket \( \{ \phi, \psi \} \) depends only on \( d\phi \wedge d\psi \) and there exists a Poisson bivector field \( \pi \in \Gamma(\Lambda^2 TM) \) uniquely defined by

\[
\{ \phi, \psi \} = d\phi \otimes d\psi(\pi). \tag{1.1}
\]

**Definition 1.2.** A symplectic leaf on a Poisson variety is an equivalence class of points, joined by a piecewise smooth Hamiltonian integral curve.

Each symplectic leaf is an immersed Poisson subvariety bearing a symplectic structure, and any Poisson variety is a disjoint union of its symplectic leaves.

**Definition 1.3.** A Poisson-Lie group is a Lie group \( G \) equipped with a Poisson structure such that the group multiplication \( m: G \times G \to G \) is a map of Poisson varieties.

It is easy to show that a bivector field \( \pi \in \Gamma(\Lambda^2 TG) \) defines a Poisson structure on a Lie group \( G \) if and only if

\[
\pi(xy) = (d_x(\rho_y) \otimes d_x(\rho_y))\pi(x) + (d_y(\lambda_x) \otimes d_y(\lambda_x))\pi(y) \tag{1.2}
\]

where

\[ \lambda_x: G \to G, \ g \mapsto xg \]

and

\[ \rho_y: G \to G, \ g \mapsto gy \]

are respectively left and right translations on \( G \). Thus, if \( \pi(y) = 0 \) and \( S \) is a symplectic leaf on \( G \), then \( gS \) is a symplectic leaf as well.

Let \( G \) be a Poisson-Lie group with a bivector \( \pi \) and a Lie algebra \( g = T_e G \). With the use of right translations on the tangent bundle \( TG \), the bivector \( \pi \in \Gamma(\Lambda^2 TG) \) defines a map \( \tilde{\pi}: G \to \Lambda^2 g \) with a derivative \( \delta = de\tilde{\pi}: g \to \Lambda^2 g \). This yields the following definition.

**Definition 1.4.** A Lie bialgebra is a Lie algebra \( g \) equipped with a cobracket \( \delta: g \to \Lambda^2 g \) such that

- \( \delta^*: \Lambda^2 g^* \to g^* \) defines a Lie bracket on \( g^* \);
- the cocycle condition

\[
\delta([a,b]) = (ad_a \otimes 1 + 1 \otimes ad_a)\delta(b) - (ad_b \otimes 1 + 1 \otimes ad_b)\delta(a)
\]

is satisfied.

A classical theorem, due to Drinfeld [7], asserts that the functor \( G \to \text{Lie}(G) \) between the category of connected, simply connected Poisson-Lie groups and the category of finite-dimensional Lie bialgebras is an equivalence of categories.

Let

\[
\sigma: g \otimes g \to g \otimes g, \quad a \otimes b \mapsto b \otimes a
\]

denote the permutation of tensor factors in \( g^{\otimes 2} \). For any \( r \in g \otimes g \), define the elements \( r_{12}, r_{13}, r_{23} \in g^{\otimes 3} \) as follows

\[
r_{12} = r \otimes 1, \quad r_{13} = (1 \otimes \sigma)r_{12}, \quad r_{23} = 1 \otimes r.
\]

We call an element \( r \in g \otimes g \) an \( r \)-matrix if it satisfies the classical Yang-Baxter equation

\[
[r_{12}, r_{13}] + [r_{12}, r_{23}] + [r_{13}, r_{23}] = 0.
\]

Let \( r \in g \otimes g \) be an \( r \)-matrix whose symmetric part \( r + \sigma(r) \) is invariant under the adjoint action of \( g \). Then, the Lie bialgebra \( g \) with a cobracket

\[
\delta(a) = [1 \otimes a + a \otimes 1, r]
\]
is called *quasitriangular*. Now, consider a Lie group $G$ whose Lie algebra $\mathfrak{g}$ carries the structure of a quasitriangular Lie bialgebra with the $r$-matrix $r$. After trivializing the tangent bundle by right translations the bivector

$$\pi(g) = \text{Ad}_g(r) - r$$

defines a Poisson-Lie structure on $G$.

For a detailed exposition of the Poisson-Lie theory we refer the reader to [6, 9, 25].

### 1.2. Poisson ind-groups.

One of the motivations for this work was to study the Poisson geometry of the quasi-classical limit of Yangians in more details. This limit is naturally identified with the first congruence subgroup $G_1[[z^{-1}]]$ of the loop group $G[[z^{-1}]]$, i.e. the kernel of the evaluation map $G[[z^{-1}]] \to G$ at $z^{-1} = 0$. However, if one attempts to describe symplectic leaves on the whole $G_1[[z^{-1}]]$, they inevitably run into a problem of integrating vector fields on $A^\infty$. One way to avoid that is to consider a “smaller” loop group, such as the group of analytic loops, and use analysis to study it. Here we want to stay within methods of algebra, so we consider an ind-subvariety $M \in G_1[[z^{-1}]]$ and study its Poisson geometry using the theory developed in [35].

Let us recall that an *ind-variety* is a union of an increasing sequence of finite-dimensional varieties $X_n$ whose inclusions $X_n \hookrightarrow X_{n+1}$ are closed embeddings. A *ring of regular functions* $\mathbb{C}[X]$ of an ind-variety $X$ is an inverse limit

$$\mathbb{C}[X] = \varprojlim \mathbb{C}[X_n]$$

of the rings of regular functions on $X_n$. Given two ind-varieties $X$ and $Y$ with filtrations $X_n$ and $Y_n$ respectively, we say that $f : X \to Y$ is a *regular map of ind-varieties* if for every $i \geq 0$ there exists $n(i) \geq 0$ such that $f(X_i) \subseteq Y_{n(i)}$ and, moreover, $f|_{X_i} : X_i \to Y_{n(i)}$ is regular.

Now, **Poisson ind-variety** is an ind-variety $X$ endowed with a continuous Poisson bracket $\mathbb{C}[X] \otimes \mathbb{C}[X] \to \mathbb{C}[X]$. An *ind-group* is defined as an ind-variety $X$ with a regular group operation $X \times X \to X$. Combining the last two notions one gets the following definition.

**Definition 1.5.** A **Poisson ind-group** $G$ is a Poisson ind-variety whose group operation $G \times G \to G$ is a regular map of Poisson ind-varieties.

We refer the reader to [26, 35] for a detailed exposition of ind-groups and Poisson ind-groups.

### 1.3. Poisson structure on matrix polynomials.

Consider the space $\text{Mat}_m(\mathbb{C}[z^{-1}])$ of matrices over the ring of $\mathbb{C}$-valued polynomials in $z^{-1}$. Elements of this space can be treated as matrix-valued polynomials

$$P(z) = \sum_{k=0}^{n} P_k z^{-k}, \quad P_k \in \text{Mat}_m(\mathbb{C}).$$

We say that a matrix polynomial or power series in $z^{-1}$ is *monic* if its constant term is the identity matrix $1 \in \text{Mat}_m(\mathbb{C})$. Let $\mathcal{M} \subset \text{Mat}_m(\mathbb{C}[z^{-1}])$ be a set of monic matrix polynomials, and

$$\mathcal{M}_n = \{ 1 + P_1 z^{-1} + \ldots + P_n z^{-n} \}, \quad P_k \in \text{Mat}_m(\mathbb{C})$$

be the subset of polynomials of degree at most $n$. Natural inclusions $\mathcal{M}_n \hookrightarrow \mathcal{M}_{n+1}$ endow $\mathcal{M}$ with a structure of an ind-variety. Let $\mathbb{C}_1[[z^{-1}]]$ be the field of monic power series. Consider the map

$$\mathbb{C}_1[[z^{-1}]] \times \mathcal{M} \to G_1[[z^{-1}]], \quad (g(z), P(z)) \mapsto g(z)P(z).$$
Its image forms a subgroup in $G[[z^{-1}]]$ which we denote by $\tilde{G}$. Now, we define a subgroup $G \subset \tilde{G}$ by

$$G = \left\{ g(z) \in \tilde{G} \mid \det g(z) = 1 \right\}.$$ 

Elements of $G$ are matrices $P(z) \in \mathcal{M}$ divided by power series $\sqrt[n]{\det P(z)} \in \mathbb{C}[[z^{-1}]]$. This allows us to endow $G$ with the structure of an ind-variety in the same way is we did for $\mathcal{M}$. It is immediate that the group multiplication in $G$ is a regular map of ind-varieties, thus $G$ becomes an ind-group.

Now we endow $\mathcal{M}$ and $G$ with Poisson structures. We want to define the Poisson bivector field, as in the finite-dimensional case, via an $r$-matrix which we construct with the use of Manin triples.

**Definition 1.6.** A Manin triple is a triple of Lie algebras $(a, a_+, a_-)$ where $a = a_+ \oplus a_-$ is equipped with an invariant nondegenerate bilinear form $(, )$ such that

- $a_+$ and $a_-$ are isotropic subalgebras;
- the form $(, )$ induces an isomorphism $a_- \cong a_+^*$.

The following proposition, due to Drinfeld, relates Manin triples and Lie bialgebras, see [9, 25].

**Proposition 1.7.** Let $(a, a_+, a_-)$ be a (possibly infinite-dimensional) Manin triple. Then the Lie bracket on $a_- \cong a_+^*$ defines a map $\delta : a_+ \to \Lambda^2 a_+$ that turns $a_+$ into a Lie bialgebra.

Consider a Manin triple with $a = a_0((z))$, $a_+ = z^{-1}a_0[z^{-1}]$, $a_- = a_0[[z]]$, $a_0$ being a simple Lie algebra, and the bilinear form given by

$$(f(z), g(z)) = \lim_{z \to 0} \operatorname{tr}(f(z)g(z)). \tag{1.3}$$

It defines the dual Yangian bialgebra structure [9] on $a_+$ with the cobracket

$$\delta(cz^{-n}) = \sum_{r=1}^{n} \sum_{i=1}^{\dim a_0} [x_i, c]z^{-r} \otimes x_i z^{-r-n-1} \tag{1.4}$$

where $(x_i)$ is an orthonormal basis of $a_0$. Let us use two different variables $u$ and $v$ to distinguish between $a_+ = u^{-1}a_0[[u^{-1}]]$ and $a_- = a_0[[v]]$. Then $a_+$ is a (pseudo) quasitriangular Lie bialgebra [7] with the $r$-matrix given by

$$r = \sum_{n \geq 0} \sum_{i=1}^{\dim a_0} x_i u^{-n-1} \otimes x_i v^n = \frac{\Omega}{u-v}, \tag{1.5}$$

where $\Omega$ denotes the Casimir of $a_0$, and $(u - v)^{-1}$ is expanded in the region $|u| > |v|$. Using the form (1.3) we may consider the $r$-matrix (1.5) as an element of a completed tensor product $a_+ \hat{\otimes} a_+$, see [35, Section 3.3].

Let $f\mathcal{M}, f \in \mathbb{C}[[z^{-1}]]$ be the translate of the ind-variety $\mathcal{M}$ by an element $f$.

**Proposition 1.8.** The same formula

$$\pi(g) = \operatorname{Ad}_g(r) - r \tag{1.6}$$

defines a Poisson bivector field on $f\mathcal{M}$ for any $f \in \mathbb{C}[[z^{-1}]]$. 

**Proof.** It is easy to see that expression (1.6) satisfies property (1.2). The $r$-matrix (1.5) is invariant under conjugation by elements in $\mathbb{C}[[z^{-1}]]$. Therefore, $\pi(f) = 0$ for any $f \in \mathbb{C}[[z^{-1}]]$ and we only need to show that $\text{Ad}_g(r) - r \in \Lambda^2 T\mathcal{M}$ for any $g \in \mathcal{M}$. The semigroup $\mathcal{M}$ is generated by the elements

$$\exp(E_{i,i+1}z^{-n}) \text{ and } \sum_{j=1}^{n} E_{j,j}p_j(z)$$

(1.7)

where $n \geq 0$, $i = 1, \ldots, m - 1$, $E_{i,j}$ denote a matrix unit, and $p_j(z)$ are monic polynomials in $z^{-1}$. A straightforward check shows that $\text{Ad}_g(r) - r \in \Lambda^2 T\mathcal{M}$ if $g$ is an element of the form (1.7) with $p_j(z)$ being a polynomial of degree less or equal to $n$.

**Proposition 1.9.** Bivector (1.6) defines a Poisson bracket on $\mathbb{C}[f\mathcal{M}]$ for any $f \in \mathbb{C}[[z^{-1}]]$.

**Proof.** By Proposition 1.8 and [35, Proposition 3.7], the bivector (1.6) defines a continuous skew-symmetric bracket on $\mathbb{C}[f\mathcal{M}]$ satisfying the Leibniz rule. That this bracket satisfies the Jacobi identity follows from the fact that $r$ is a solution of the classical Yang-Baxter equation, see [35, Proposition 3.13].

In other words, $\tilde{\mathcal{G}}$ is a family of isomorphic Poisson ind-varieties labelled by the elements of $\mathbb{C}_1[[z^{-1}]]/\mathbb{C}_1[z^{-1}]$, with isomorphisms given by translations by elements of $\mathbb{C}[[z^{-1}]]$.

**Proposition 1.10** (see [31]). If $\phi, \psi \in \mathbb{C}[\tilde{\mathcal{G}}]$ are conjugation invariant functions, then $\{\phi, \psi\} = 0$.

**Corollary 1.11.** (1) $\mathcal{M}_n$ are Poisson subvarieties of a Poisson ind-variety $\mathcal{M}$;

(2) $\mathcal{G}$ is a Poisson ind-group.

**Proof.** Part 1 follows from Proposition 1.9 and the proof of Proposition 1.8. In turn, Proposition 1.10 implies that the determinant of a matrix $P \in f\mathcal{M}$ is constant along the symplectic leaf containing $P$. Therefore, Poisson bivector (1.6) restricts from the family $\tilde{\mathcal{G}}$ to $\mathcal{G}$ turning the latter into a Poisson-ind group.

Let us now describe the Poisson structure on $\mathcal{M}$ explicitly. By $t_{ij}^{(k)} \in C^\infty(\mathcal{M})$ we denote a function that evaluates to the $(ij)$-entry of the $k$-th coefficient $P_k$ on a monic matrix polynomial $P(z)$. Consider a generating series of functions

$$T(u) = T^{(0)} + T^{(1)}u^{-1} + T^{(2)}u^{-2} + \ldots \quad \text{where} \quad T^{(k)} = (t_{ij}^{(k)})_{i,j=1}^m.$$

It is easy to check [23] that the Poisson bracket on $\mathcal{M}$ can be written in the Leningrad notation as follows

$$\{T(u) \otimes T(v)\} = \left[ \frac{\Omega}{u-v}, T(u) \otimes T(v) \right]$$

(1.8)

where $\Omega = \sum_{i,j=1}^{n} E_{ij} \otimes E_{ji}$ is the Casimir element in $\mathfrak{gl}_n$. Equivalently, formula (1.8) reads as

$$\{t_{ij}(u), t_{kl}(v)\} = \frac{1}{u-v} \left( t_{kj}(u)t_{il}(v) - t_{kj}(v)t_{il}(u) \right),$$

where $t_{ij}(u) = t_{ij}^{(0)} + t_{ij}^{(1)}u^{-1} + t_{ij}^{(2)}u^{-2} + \ldots$, or even more explicitly,

$$\left\{ t_{ij}^{(r)}, t_{kl}^{(s)} \right\} = \sum_{q=\max(r,s)}^{r+s-1} t_{kj}^{(r+s-q-1)}t_{il}^{(q)} - t_{kj}^{(q)}t_{il}^{(r+s-q-1)}.$$

(1.9)
Thus, functions $f^{(r)}_{ij}$ for $r > n$ generate the defining Poisson ideal for subvarieties $M_n$. Let $M'_n \subset M$ be a subvariety of matrix polynomials in $z^{-1}$ of degree exactly $n$. With the above Poisson structure $M$ becomes a disjoint union of finite dimensional Poisson subvarieties $M'_n$.

\textbf{Remark 1.12.} The Poisson bracket (1.8) is defined in such a way that ind-varieties $M$ and $G$ can be treated as classical versions of Yangians $Y(gl_m)$ and $Y(sl_m)$ respectively, see also [23, Theorem 3.9].

2. Symplectic leaves

In this section we classify the symplectic leaves on Poisson ind-varieties $M$ and $G$.

2.1. Smith normal form.

\textbf{Theorem 2.1.} Let $R$ be a principal ideal domain. Then any matrix $M \in \text{Mat}_m(R)$ can be written in the form

\[ M = ADB \quad \text{where} \quad A, B \in \text{GL}_m(R), \quad D = \text{diag}(d_1, \ldots, d_m) \]

and $d_i$ is divisible by $d_{i+1}$ for $i = 1, \ldots, m - 1$.

The theorem is standard, idea of the proof is as follows. Let $M_{i,j}$ be an entry of $M$ with the smallest norm. We first multiply $M$ by transposition matrices to place $M_{i,j}$ in the last row and the last column. We then multiply $M$ by elementary matrices to reduce norms of elements of the last row and column by subtracting multiples of $M_{n,n}$. This procedure is nothing but a Euclidian algorithm which we perform several times until we get a matrix whose only nonzero entry of the last row and the last column is $M_{n,n}$. If it happened so, that there exists an entry not divisible by $M_{n,n}$, we use an elementary row/column operation again to add this entry to the last row/column. We repeat the Euclidian algorithm until $d_n = M_{n,n}$ is the only nonzero entry in the last row and column and divides all other entries of the matrix $M$. Then we run the same process with the smaller matrix that we obtain by deleting the last row and the last column of $M$. We refer the reader to [20] for a complete proof in case $R = \mathbb{C}[z]$.

It is clear from the proof that the elements $d_i$ are unique up to multiplication by a unit in $R$, and the product $d_{n-r+1} \cdots d_n$ equals the greatest common divisor of all $r \times r$ minors of the matrix $M$. Thus $GL_m(R)$ double cosets in $\text{Mat}_m(R)$ are precisely the Smith normal forms in $\text{Mat}_m(R)$. The matrix $D$ is called the \textit{Smith normal form} of $M$. In case $R = \mathbb{C}[z]$ elements $d_i$ are called the \textit{invariant polynomials} of the matrix $M$. Now we can formulate the main result of this section.

2.2. Classification of symplectic leaves. Let $P_n \in \text{Mat}_m[z]$ denote the set of monic matrix polynomials of degree $n$ (where monic means that the coefficient in front of $z^n$ is the identity matrix). Then we induce a structure of a Poisson variety on $P_n$ using the isomorphism

\[ M_n \simeq P_n, \quad P(z) \mapsto z^nP(z). \quad (2.1) \]

\textbf{Theorem 2.2.} Symplectic leaves on the variety $M_n$ are the varieties of monic matrix polynomials $P \in M_n$ of degree $n$ in $z^{-1}$ such that the corresponding polynomials $z^nP \in P_n$ have a given Smith normal form.

The rest of this section is devoted to the proof of Theorem 2.2. First, we recall an analogous result for finite-dimensional Poisson-Lie groups. Let $G$ be a (finite-dimensional) Poisson-Lie group, $G^*$ its dual, and $D$ its double (see [6], [9], or [25]). Then, the following theorem holds.
Theorem 2.3. (1) The symplectic leaves of $G$ are the dressing orbits of $G^\ast$ on $G$;

(2) Equivalently, the symplectic leaves of $G$ are the connected components of its intersections with the double cosets of $G^\ast$ in $D$.

This theorem was proven in [27, 33] for finite-dimensional $G$ and generalized to the case of Kac-Moody groups with the standard Poisson structure in [35]. Although $\mathcal{M}$ is not a Poisson-Lie group, we can still prove a similar result. In our case, the role of $G^\ast$ is played by $GL_m[z]$, and varieties of polynomials with a given Smith Normal Form are nothing but $GL_m[z]$ double cosets in $\mathcal{M}$. According to our definition of a symplectic leaf it is enough to show that the tangent space to the leaf $S$ at every point $x \in S$, i.e. the span of Hamiltonian vector fields at $x$, coincides with the tangent space to the $GL_m[z]$ double cosets. The outline of the proof is as follows. We first prove Propositions 2.4 and 2.5 which are local versions of the statements 1 and 2 of the Theorem 2.3 respectively. Then we show that the tangent space to a leaf $S_x$ containing $x \in \mathcal{M}$ indeed exponentiates to an orbit of the $GL_m[z]xGL_m[z]$.

Consider the following decomposition of the vector space $T = \text{Mat}_m((z^{-1}))$

$$T = T^+ \oplus T^- \quad \text{where} \quad T^+ = \text{Mat}_m[z] \quad \text{and} \quad T^- = z^{-1}\text{Mat}_m[[z^{-1}]].$$

Let $T_n^\pm \subset T^\pm$ be the subspaces of matrix polynomials of degree at most $n$ in $z$ or $z^{-1}$ respectively. Then $T_n^−$ can be identified with the tangent space $T_P\mathcal{M}_n$ at any point $P \in \mathcal{M}_n$. Denote by $A_\pm$ projections of an element $A \in T$ onto $T_\pm$.

Proposition 2.4. The tangent space $T_P S$ to the symplectic leaf $S \subset \mathcal{M}_n$ at the point $P(z)$ coincides with the space of all matrix polynomials of the form

$$X_A(P) = (PA)_+ P - P(AP)_+$$

where $A \in T^+$

Proof. Let $\xi^{(r)}_{ij}$ be a Hamiltonian vector field corresponding to the function $t^{(r)}_{ij}$. By formula (1.9) we have

$$\left< \xi^{(r)}_{ij}, dt^{(s)}_{kl} \right>(P(z)) = \sum_{q = \max(r,s)}^{\min(n,r+s-1)} (t^{(r+s-q-1)}_{kq} t^{(q)}_{il} - t^{(q)}_{kq} t^{(r+s-q-1)}_{il}) (P(z))$$

for any $P(z) \in \mathcal{M}_n$. In the above formula, pairing with the differential $dt^{(s)}_{kl}$ evaluates the $(k,l)$-entry of the coefficient in front of $z^{-s}$ of the vector $\xi^{(r)}_{ij}(P(z))$. After eliminating indices $k$ and $l$ from the formula (2.3), summing over $s$, and changing $r$ to $r + 1$ we get

$$\xi^{(r+1)}_{ij}(P(z)) = \sum_{s=1}^{n} \left( \sum_{q = \max(s,r+1)}^{\min(n,r+s)} P_{s+r-q}E_{ji}P_{q} - P_{q}E_{ji}P_{s+r-q} \right) z^{-s},$$

where $P_0 = 1$ and $E_{ji}$ is a matrix unit. Let $A = \sum_{r=0}^{n-1} A_{-r} z^r$ be an element of $T^+_{n-1}$. Set

$$\xi_A = \sum_{r=0}^{n-1} \text{tr} \left( A_{-r}^t \xi^{(r+1)} \right) \quad \text{where} \quad \xi^{(r)} = \left( \xi^{(r)}_{ij} \right)_{i,j=1}^m$$

and $A_{-r}^t$ stands for the transpose of the matrix $A_{-r}$. The vector fields $\xi_A$ for various $A \in T^+_{n-1}$ exhaust all Hamiltonian vector fields on $\mathcal{M}_n$. Formula (2.4) implies that the vector field $\xi_A$
at point \( P(z) \in \mathcal{M}_n \) can be written as

\[
\xi_A(P(z)) = \sum_{s=1}^{n} \left( \sum_{r=0}^{\min(n,r+s)} \sum_{q=\max(s,r+1)} \left[ P_{s+r-q}, A_{-r}, P_q \right] \right) z^{-s},
\]

(2.5)

where

\[
\left[ P_{s+r-q}, A_{-r}, P_q \right] = P_{s+r-q} A_{-r} P_q - P_q A_{-r} P_{s+r-q}.
\]

Now, it is only left to show that the expressions (2.2) and (2.5) coincide. First of all, note that it is enough to consider only \( A \in \mathcal{T}_n^{-1} \) in (2.2). Indeed for \( A \in z^n \text{Mat}_n[z] \) one has

\[ (PA)_+ P - PA(PA)_+ = PAP - PAP = 0. \]

We will prove the rest by induction on \( n \). For \( n = 1 \) we have \( P = 1 + P_1 z^{-1} \), \( A = A_0 \), thus

\[ X_A(P) = (PA)_+ P - P(AP)_+ = A_0 P - PA_0 = [A_0, P_1] z^{-1}. \]

On the other hand, \( n = 1 \) forces \( s = q = 1 \) and \( r = 0 \) in (2.5), in which case

\[ \xi_A(P) = [P_0, A_0, P_1] z^{-1} = X_A(P). \]

Now, since \( X_A \) is linear in \( A \) it is enough to consider only \( A = A_{-r} z^r \). Assume, that \( \xi_A(P) = X_A(P) \) for any \( k \leq n \). Let

\[ P = 1 + P_1 z^{-1} + \ldots + P_n z^{-n}, \quad \bar{P} = P + P_{n+1} z^{-n-1}. \]

one has

\[ X_A(\bar{P}) = (PA)_+ \bar{P} - \bar{P}(AP)_+ = X_A(P) + \bar{X}_A(\bar{P}) \]

where

\[ \bar{X}_A(\bar{P}) = z^{-n-1}((PA)_+ P_{n+1} - P_{n+1}(AP)_+). \]

On the other hand,

\[ \xi_A(\bar{P}) = \xi_A(P) + \bar{\xi}_A(\bar{P}), \]

where \( \bar{\xi}_A(\bar{P}) \) are terms depending on \( P_{n+1} \). It is easy to check that

\[ \bar{\xi}_A(\bar{P}) = [P_r, A_{-r}, P_{n+1}] z^{-n-1} + \sum_{s=0}^{r-1} [P_s, A_{-r}, P_{n+1}] z^{r-1-n-s} = \bar{X}_A(\bar{P}), \]

which finishes the proof. \( \square \)

**Proposition 2.5.** The tangent space \( T_P S \) coincides with the space of all matrix polynomials of the form

\[ BP - PC \in \mathcal{T}_n^+ \quad \text{such that} \quad B, C \in \mathcal{T}_n^{-1}. \]

(2.6)

**Proof.** It is sufficient to show that the expressions (2.2) and (2.6) coincide. It follows from Proposition 2.4 that every vector of the form (2.2) is automatically of the form (2.6). Now we only need to prove the converse.

Consider an arbitrary element \( B \in \mathcal{T}_n^{-1} \). For any \( P \in \mathcal{M}_n \), there exists a unique element \( A \in \mathcal{T}_n^{-1} \) such that

\[ B(z) = (PA)_+ = \sum_{k=0}^{n-1} \sum_{i=0}^{n-1-k} (P_i A_{-k-i}) z^k. \]

(2.7)

Indeed, equality (2.7) reads as a system of \( n - 1 \) equations on the coefficients of \( A \). We solve them inductively, starting from the coefficient \( A_{1-n} \) in front of the top power of \( z \). Condition \( P_0 = 1 \) guarantees that the solution exists and unique. Then we read (2.6) as a system of
$n-1$ equations on the coefficients of $C$. Once again, we solve them inductively, starting from the coefficient in front of the top power of $z$, and find that

$$C(z) = (AP)_+. $$

As before, $P_0 = 1$ insures that the solution exists and unique. This proves that every expression of the form (2.6) admits a presentation of the form (2.2).

**Proof of Theorem 2.2.** It suffices to show that

1) for every $P(z) \in M_n$ the double cosets $GL_m[z]P(z)GL_m[z]$ intersect $M_n$ transversally at $P(z)$ and their intersection $K = GL_m[z]P(z)GL_m[z] \cap M_n$ is irreducible;

2) the tangent spaces $T_PK$ and $T_PS$ coincide.

The first statement follows from [32, Theorem 1.4], the argument there is given for finite-dimensional groups, but carries over to our case without issues. It is clear that $T_PK \subset T_PS$. Indeed, by 1) we have

$$T_P(K) = T_P(M_n) \cap T_P(GL[z]P(z)GL[z])$$

and all the vectors in the right hand side part are of the form (2.6). Thus, now it is only left to prove that $T_PK \supset T_PS$.

The Lie algebra $\mathfrak{gl}_m[z]$ coincides with $T^+$ as a vector space and is generated by elements

$$E_{i,i+1}z^k, E_{i+1,i}z^k, 1z^k,$$

with $i = 1, \ldots, n-1$ and $k \geq 0$. In notations of Proposition 2.5, condition $B = 1z^k$ implies equalities $C = B$ and $BP - PC = 0$. On the other hand, every generator $E_{i,j}z^k \in \mathfrak{gl}_m[z]$ with $i \neq j$ exponentiates to the element $1 + E_{i,j}z^k \in GL_m[z]$. Therefore, any vector of the form (2.6) with $B, C$ being some generators of the algebra $\mathfrak{gl}_m[z]$ can be represented as a tangent vector to an orbit of $GL_m[z] \times GL_m[z]$ action on $M$ by left and right translations. Thus, the same holds for any $B, C \in T^{n-1}_n$. This finishes the proof.

**Corollary 2.6.** Symplectic leaves on $\mathcal{G}$ are classified by sets of $m-1$ monic polynomials $q_1, \ldots, q_{m-1} \in \mathbb{C}[z]$ such that $q_i$ is divisible by $q_{i+1}$ for $i = 1, \ldots, m-2$.

**Proof.** Consider a map

$$M_n \to \mathcal{G}, \quad P(z) \mapsto \frac{P(z)}{\sqrt[n]{\det P(z)}}.$$ 

It is a Poisson projection on its image, and sends symplectic leaves to symplectic leaves. Now, the image of a symplectic leaf $S \in M$, corresponding to a Smith normal form with invariant polynomials $d_1, \ldots, d_m$, is characterized by polynomials $q_i = d_i/d_m$ where $i = 1, \ldots, m-1$.

**3. Properties of Symplectic Leaves**

In this section we describe dimensions, closures, and classes of birationally isomorphic symplectic leaves. We also show that a generic leaf on $P_n$ is covered by a number of open subsets with birational Poisson transition functions, each subset being birationally isomorphic to a product of $n$ coadjoint $GL_m$ orbits.
3.1. Closures, dimensions, isomorphism classes. Recall the Poisson isomorphism (2.1). For simplicity, in what follows we will be working with varieties \( \mathcal{P}_n \) rather than \( \mathcal{M}_n \).

**Definition 3.1.** The Smith normal form, invariant polynomials, and the determinant, denoted \( \mathcal{S} \), of a symplectic leaf \( \mathcal{S} \subset \mathcal{P}_n \) are respectively the Smith normal form, invariant polynomials, and the determinant of some (thus, any) matrix \( P(z) \in \mathcal{S} \).

The determinant \( \det P(z) \) of any matrix \( P(z) \in \mathcal{P}_n \) is a polynomial of degree \( mn \). Denote by \( S_k \) the symmetric group on \( k \) elements and consider the map

\[
\chi_n: \mathcal{P}_n \rightarrow \mathbb{C}^{mn}/S_{mn}
\]

(3.1)
sending a polynomial \( P(z) \) to the collection of roots of \( \det P(z) \). It follows from Proposition 1.10 and the fact that \( \det \) is an ad-invariant function on \( \mathcal{P}_n \) that the fibers \( \chi_n^{-1}(x) \) of the map (3.1) are Poisson. Moreover, generic fiber is symplectic. Indeed, roots of the determinant of a generic matrix \( P(z) \) are pairwise distinct. This together with conditions that \( d_{i+1} \) divides \( d_i \) for \( i = 1, \ldots, m - 1 \) and \( \det P(z) = d_1(z) \cdot \ldots \cdot d_m(z) \) forces invariant polynomials to satisfy \( d_1, \ldots, d_m \equiv 1 \) and \( d_1 = \det P(z) \). Thus, for generic \( x \in \mathbb{C}^{mn}/S_{mn} \) the fiber \( \chi_n^{-1}(x) \) is a symplectic leaf.

Recall the definition of the thin affine Grassmannian

\[
\text{Gr} = G[z, z^{-1}]/G[z].
\]

We can endow \( \text{Gr} \) with a Poisson structure in exact same way as it was done for \( \mathcal{M} \). This structure will coincide with the one discussed in [23]. Let \( G_1[z^{-1}] \) be the first congruence subgroup of the loop group \( G[z^{-1}] \). For \( G = GL_m \) we get

\[
G_1[z^{-1}] = \mathcal{M} \cap G[z, z^{-1}]
\]

where the intersection is taken inside \( G((z^{-1})) \). On the other hand,

\[
G_1[z^{-1}] \simeq G_1[z^{-1}]G[z]/G[z] \subset \text{Gr}
\]

is a Poisson subvariety of \( \text{Gr} \) (see [23]). Define \( G_1[z^{-1}]_n \overset{\text{def}}{=} \mathcal{M}_n \cap G[z, z^{-1}] \).

**Proposition 3.2.** We have an isomorphism of Poisson varieties

\[
G_1[z^{-1}]_n \simeq \chi_n^{-1}(0).
\]

(3.2)

**Proof.** Indeed, \( G_1[z^{-1}] \) can be described as a subgroup of \( \mathcal{M} \) consisting of elements \( P(z) \) invertible in \( G[z, z^{-1}] \). This is equivalent to the condition that \( \det P(z) \) is invertible as a Laurent polynomial, hence a Laurent monomial. Since \( \det P(z) \in 1 + z^{-1}\mathbb{C}[z^{-1}] \) for any \( P(z) \in \mathcal{M}_n \), we get

\[
G_1[z^{-1}]_n = \{ P(z) \in \mathcal{M}_n \mid \det P(z) = 1 \}.
\]

On the other hand,

\[
\chi_n^{-1}(0) = \{ P(z) \in \mathcal{P}_n \mid \det P(z) = z^{mn} \}.
\]

Hence, the isomorphism (3.2) is the restriction of the isomorphism (2.1). \( \square \)

Let \( d_1, \ldots, d_m \) be the invariant polynomials of a symplectic leaf \( \mathcal{S} \subset \mathcal{P}_n \) with degrees \( r_1, \ldots, r_m \) respectively. Clearly, \( r_1 + \ldots + r_m = mn \). Set

\[
\alpha = (\alpha_1, \ldots, \alpha_m) \quad \text{where} \quad \alpha_i = r_i - n.
\]

**Definition 3.3.** We call \( \alpha \) the type of the symplectic leaf \( \mathcal{S} \).

Evidently, types of symplectic leaves on \( \mathcal{M} \) may be identified with dominant coweights of the Lie algebra \( \mathfrak{sl}_m \).
Proposition 3.4. Two leaves of the same type are Poisson birationally isomorphic.

Proof. Given an $m \times m$ matrix $A$ denote by $A_{i_1,\ldots,i_r}^{j_1,\ldots,j_r}$ the minor sitting in the intersection of rows $i_1,\ldots,i_r$ and columns $j_1,\ldots,j_r$. The following functions

$$
\tilde{a}_i(A) = A_{i+1,\ldots,m}^{i+1,\ldots,m}, \quad \tilde{b}_i(A) = A_{i+1,\ldots,m}^{i+2,\ldots,m}, \quad \text{for} \quad i = 1,\ldots,m-1
$$

serve as classical analogue of Drinfeld’s new coordinates [8] on $\mathfrak{gl}_m$. Let $S$ be a symplectic leaf with invariant polynomials $d_1,\ldots,d_m$. For any $P(z) \in S$, the function $a_i(z) = \tilde{a}_i(P(z))$ is a monic polynomial in $z$ of degree $n(m - i)$, and $b_i(z) = \tilde{b}_i(P(z))$ is a polynomial in $z$ of degree less than $n(m - i)$. Define rational functions

$$
e_i(z) = \frac{b_i(z)}{a_i(z)}, \quad i = 1,\ldots,m-1.
$$

For a generic $P(z) \in S$ the greatest common divisor of $a_i(z)$ and $b_i(z)$ is equal to the product $d_{m-i+1} \cdots d_m$, hence the function $e_i(z)$ has $k_i$ poles, where

$$
k_i = n(m - i) - r_{m-i+1} - \cdots - r_m.
$$

Let $S^o$ be the open subset in $S$ where functions $e_i(z)$ have $k_i$ simple poles. For $i = 1,\ldots,m-1$ and $s = 1,\ldots,k_i$ let $x_{i,s}$ denote the poles of $e_i(z)$, and set $y_{i,s}$ to be the residues of $e_i(z)$ at $x_{i,s}$. Based on results of [11, 13] it was shown in [19] that parameters $(x_{i,s},y_{i,s})$ define étale coordinates on $S^o$.

Now, note that the étale coordinates $(x_{i,s},y_{i,s})$ and the Poisson brackets between them (see [19, 12]) depend only on the type of the leaf $S$ but not on the set of its invariant polynomials. Hence, for a pair of symplectic leaves $S_1$ and $S_2$ of the same type we get that their open subsets $S_1^o$ and $S_2^o$ are Poisson isomorphic.

Corollary 3.5. Leaves of type $\alpha$ are of dimension

$$
2 \langle \alpha, \rho \rangle = \sum_{i=1}^{m}(m+1-2i)\alpha_i = \sum_{i=1}^{m}(m+1-2i)r_i
$$

where $\rho$ is the half sum of all positive roots of $\mathfrak{sl}_m$.

Proof. Although, it is easy to calculate the dimension of a symplectic leaf directly, let us take a different approach. By Proposition 3.4, the dimension of a symplectic leaf depends only on its type. Note, that for any symplectic leaf $S \subset \mathcal{P}_n$ of type $\alpha$ there exists a symplectic leaf $S' \subset \chi^{-1}_n(0)$ of the same type. Now, the statement follows from the isomorphism (3.2), and the dimensions of symplectic leaves in the thin affine Grassmannian, see e.g. [29].

Proposition 3.6. The closure $\overline{S} \subset \mathcal{P}_n$ of a symplectic leaf $S$ of type $\alpha$ is an affine variety of dimension $2 \langle \alpha, \rho \rangle$. Let $S$ and $S'$ be a pair of leaves with invariant polynomials $(d_1,\ldots,d_m)$ and $(d'_1,\ldots,d'_m)$ respectively. Then $S' \subset \overline{S}$ if and only if det $S = \text{det} S'$ and the product $d_1 \cdots d_k$ is divisible by $d'_1 \cdots d'_k$ for all $1 \leq k \leq m$.

Proof. The proof repeats the one of [2, Proposition 2.6].

3.2. Factorization on generic leaves. We start with a few more definitions.

Definition 3.7. Consider a matrix $P(z) \in \mathcal{P}_n$. The $mn$ roots of the polynomial $\det P(z)$ are called the eigenvalues of $P(z)$. For any eigenvalue $\lambda$ the matrix $P(\lambda)$ has a nonzero kernel, elements of this kernel are called the eigenvectors of $P(z)$ corresponding to the eigenvalue $\lambda$. 
Theorem 3.13. The spectrum \( \text{Sp}(S) \) of a symplectic leaf \( S \) is the collection of eigenvalues of some (thus any) polynomial \( P(z) \in S \). Symplectic leaf is said to be generic if its eigenvalues are pairwise distinct.

Clearly, generic leaves are just fibers \( \chi_n^{-1}(x) \) of \( \mathcal{P}_n \) over a generic point \( x \in \mathbb{C}^{mn}/S_{mn} \).

Definition 3.9. A matrix polynomial \( z - A, A \in \text{Mat}_m(\mathbb{C}) \), is said to be a right divisor of \( P(z) \in \mathcal{P}_n \) if \( P(z) = Q(z)(z - A) \) for some polynomial \( Q(z) \in \mathcal{P}_{n-1} \).

The following lemma appears in [3].

Lemma 3.10. Consider a matrix polynomial \( P(z) \in \mathcal{P}_n \) with distinct eigenvalues. Let \( \lambda_1, \ldots, \lambda_m \) be some eigenvalues of \( P(z) \) and \( v_1, \ldots, v_m \) be the corresponding eigenvectors. Assume that \( v_1, \ldots, v_m \) are linearly independent, and consider a matrix \( A \in \text{Mat}_m(\mathbb{C}) \) defined by \( Av_i = \lambda_i v_i \) for \( i = 1, \ldots, m \). Then \( z - A \) is a right divisor of \( P(z) \). Moreover, if the roots of \( \det(P(z)) \) are pairwise distinct then \( A \) is uniquely defined by the conditions that \( z - A \) is a right divisor of \( P(z) \) and \( \text{Sp}(A) = \{\lambda_1, \ldots, \lambda_m\} \).

Corollary 3.11. Let \( S \subset \mathcal{P}_n \) be a generic leaf. Then any matrix polynomial \( P(z) \in S \) admits a decomposition into linear factors.

Proof. It suffices to show that \( P(z) \) has a linear right divisor. Assume that it does not. Then by Lemma 3.10 all the eigenvectors of \( P(z) \) lie in some \( k \)-dimensional subspace of \( \mathbb{C}^m \), \( k < m \). Let \( Q(z) \) be the restriction of \( P(z) \) onto this subspace. Then \( Q(z) \) is a monic matrix polynomial of degree at most \( n \) and coefficients in \( \text{Mat}_k(\mathbb{C}) \). Its determinant \( \det(Q(z)) \) is a polynomial of degree at most \( dn \). On the other hand, any of \( mn \) distinct roots of \( \det(P(z)) \) is also a root of \( \det(Q(z)) \), and we arrive at a contradiction. \( \square \)

Let \( \mathfrak{gl}_n^* \) be the dual space to the Lie algebra \( \mathfrak{gl}_m \). We endow \( \mathfrak{gl}_n^* \) with the Kirillov-Kostant-Souriau Poisson bracket and a product of \( n \) copies of \( \mathfrak{gl}_m^* \) with the product Poisson structure. The following lemma is classical, and goes back at least to [10, Chapter IV, §3].

Lemma 3.12. Map

\[
\mathfrak{gl}_m^* \times \cdots \times \mathfrak{gl}_m^* \to \mathcal{P}_n, \quad (A_1, \ldots, A_n) \mapsto (z - A_1) \cdots (z - A_n). \tag{3.5}
\]

is Poisson

We summarize results of this section in the following theorem.

Theorem 3.13. Let \( S \) be a generic symplectic leaf on \( \mathcal{P}_n \). Then

1) For any ordered partition

\[
\Lambda = (\Lambda_1, \ldots, \Lambda_n), \quad \Lambda_i = \{\lambda_{i,1}, \ldots, \lambda_{i,m}\},
\]

\[
\lambda_{i,j} \in \text{Sp}(S), \quad i = 1, \ldots, n, \quad j = 1, \ldots, m
\]

of the spectrum of \( S \) there exists an open subset \( S_\Lambda \subset S \) and a birational Poisson isomorphism

\[
\phi_\Lambda : S_\Lambda \to \mathcal{O}_{\Lambda_1} \times \cdots \times \mathcal{O}_{\Lambda_n}
\]

Here \( \mathcal{O}_{\Lambda_i} \) is the adjoint orbit on \( \mathfrak{gl}_m \) with the fixed spectrum \( \Lambda_i \), and \( \phi_\Lambda \) is inverse to the product map given by the formula (3.5). The subset \( S_\Lambda \subset S \) is described by conditions that vectors \( v_1, \ldots, v_m \) from Lemma 3.10 are linearly independent for each \( \Lambda_i, i = 1, \ldots, n \). The symplectic leaf \( S \) is covered by the union of open subsets \( S_\Lambda \).
2) For any pair $\Lambda$ and $M$ of ordered partitions of $\text{Sp}(S)$ there exists a birational Poisson map

$$\tau_{AM}: \phi_M(S_A \cap S_M) \to \phi_A(S_A \cap S_M), \quad \tau_{AM} = \phi_A \circ (\phi_M)^{-1}.$$  

**Proof.** Part 1 is equivalent to the statement that there exists an open set $S_A$ in a generic leaf $S$, such that any polynomial $P(z) \in S_A$ admits decomposition into linear factors

$$P(z) = (z - A_1) \ldots (z - A_n), \quad \text{Sp}(A_i) = \Lambda_i$$

and such decomposition is unique. Both existence and uniqueness follow from Lemma 3.10. Indeed, $P(z)$ admits $z - A_n$ as a right divisor if the eigenvectors with eigenvalues in $\Lambda_n$ are linearly independent, in which case $A_n$ is uniquely defined by $\Lambda_n$. Then proceed by induction on $n$. In turn, Corollary 3.11 ensures that $S$ is covered by the union of $S_A$. Part 2 is obvious. \(\Box\)

Note that for any map $\tau_{AM}$ can be written as a composition of maps exchanging a pair of eigenvalues of adjacent matrices $A_k$ and $A_{k+1}$. Propositions 3.14 and 3.15 below provide a more explicit description of the map $\tau_{AM}$ by dealing with the case $n = 2$. Assume that a matrix polynomial $P(z)$ of degree 2 admits decompositions $P(z) = (z - A)(z - B)$ and $P(z) = (z - \tilde{A})(z - \tilde{B})$, where

$$\text{Sp}(A) = \{\lambda_1, \lambda_2, \ldots, \lambda_m\}, \quad \text{Sp}(B) = \{\mu_1, \mu_2, \ldots, \mu_m\}, \quad (3.6)$$

$$\text{Sp}(\tilde{A}) = \{\mu_1, \lambda_2, \ldots, \lambda_m\}, \quad \text{Sp}(\tilde{B}) = \{\lambda_1, \mu_2, \ldots, \mu_m\}, \quad (3.7)$$

and all $\lambda_i, \mu_j, i, j = 1, \ldots, m$ are distinct. In the rest of this section we set $\lambda = \lambda_1$ and $\mu = \mu_1$ for brevity.

**Proposition 3.14.** Consider vectors $u, v \in \mathbb{C}^m$ such that $Av = \lambda v$ and $u^tB = \mu u^t$. Then their scalar product $(u, v)$ is nonzero.

**Proof.** Let $w_i$ be the eigenvectors of $B$ with eigenvalues $\mu_i$ respectively. Note that $u$ is not an eigenvector of $B$ but of $B^t$. For $i = 2, \ldots, m$ vector $u$ is orthogonal to $w_i$. Indeed,

$$\mu(u, w_i) = \mu u^t w_i = u^t B w_i = \mu_i u^t w_i = \mu_i (u, w_i)$$

which yields $(u, w_i) = 0$. Assume that $(u, v) = 0$. Then $v$ is a linear combination of vectors $w_i, i = 2, \ldots, m$.

Consider a matrix polynomial $P(z) = (z - A)(z - B)$. It has an eigenvector $w = (\lambda - B)^{-1}v$ with eigenvalue $\lambda$. Note that

$$u^t w = \frac{1}{\lambda - \mu} u^t v = 0.$$ 

Therefore, $w$ also lies in a linear combination of vectors $u_i$, where $i = 2, \ldots, m$. Now, if $P(z) = (z - \tilde{A})(z - \tilde{B})$, the matrix $\tilde{B}$ has eigenvectors $w$ and $u_i, i = 2, \ldots, m$. Then the restriction of $\tilde{B}$ onto the $(m - 1)$-dimensional subspace generated by $u_i, i = 2, \ldots, m$, has $m$ distinct eigenvalues. Thus, we arrive at a contradiction and $(u, v) \neq 0$. \(\Box\)

**Proposition 3.15.** One has

$$\tilde{A} = A + (\mu - \lambda)T, \quad \tilde{B} = B + (\lambda - \mu)T \quad (3.8)$$

where $T$ is a projector onto $v$ along $u^t$. 


Proof. The projector $T$ can be written as

$$T = \frac{vu_t}{(u,v)} \quad (3.9)$$

and is well defined due to Proposition 3.14. Consider vectors $v_i, u_i \in \mathbb{C}^m$ such that $Av_i = \lambda_i v_i$, $u_i B = \mu_i u_i$ for $i = 2, \ldots, m$. Note that unlike in Proposition 3.14, vectors $u_i$ are not eigenvectors of $B$ but of $B'$, as well as vector $u$. A straightforward check shows that vectors

$$\tilde{v}_i = v_i + \frac{\mu - \lambda}{\lambda_i - \mu} (u,v) \quad \text{and} \quad \tilde{u}_i = u_i + \frac{\lambda - \mu}{\mu_i - \lambda} (u,v)$$

satisfy $\tilde{A} \tilde{v}_i = \lambda_i \tilde{v}_i$, $\tilde{u}_i \tilde{B} = \mu_i \tilde{u}_i$ for $i = 2, \ldots, m$. One also has $\tilde{A} v = \mu v$ and $\tilde{u} \tilde{B} = \lambda u$. Thus, spectra of $\tilde{A}$ and $\tilde{B}$ are as in (3.7).

To prove that $(z - A)(z - B) = (z - \tilde{A})(z - \tilde{B})$ one needs to check that $A + B = \tilde{A} + \tilde{B}$ and $AB = \tilde{A} \tilde{B}$. The first equality is obvious from (3.8). Using that $T^2 = T$ since $T$ is a projector, and that $AT = \lambda T$ and $TB = \mu T$, which follows from formula (3.9), one has

$$\tilde{A} \tilde{B} = AB + (\lambda - \mu) \lambda T + (\mu - \lambda) \mu T - (\lambda - \mu)^2 T^2 = AB.$$

This finishes the proof. \hfill \Box

4. Discussion

Let us remind some of the previous results on the Poisson geometry of affine Grassmannians and moduli spaces of monopoles. In [18] a series of infinite-dimensional Gelfand-Zetlin type $U(\mathfrak{g}_m)$-modules is constructed. The underlying vector space for these modules is the space of meromorphic functions in $m(m-1)/2$ variables on which elements of the algebra $U(\mathfrak{g}_m)$ act by difference operators. The corresponding actions are classified by generic $\mathfrak{g}_m$ coadjoint orbits, or equivalently, by a set of $m$ distinct complex numbers. The authors also consider pull-backs of these modules under the evaluation homomorphism $Y(\mathfrak{g}_m) \rightarrow U(\mathfrak{g}_m)$. This construction is generalized in [19] to the case of any complex semi-simple Lie algebra. Namely, it is shown that for any dominant coweight $\alpha$ of the algebra $\mathfrak{g}$ and a certain collection of parameters $c_i$ there exists a $Y(\mathfrak{g})$-module, which in case $\mathfrak{g} = \mathfrak{sl}_m$ and $\alpha$ being the first fundamental coweight coincides with (the restriction to $Y(\mathfrak{g}_m)$ of) one of the modules from [18]. Next, relying on the fact that the constructed $Y(\mathfrak{g})$-modules are defined by the action of ratios of Drinfeld’s new coordinates [8], the authors of [19] suggest that functions (3.4) define a set of coordinates on an open set in every symplectic leaf, and that their degrees, considered as algebraic maps $\mathbb{P}^1 \rightarrow \mathbb{P}^1$, classify symplectic leaves on $\mathcal{M}$. We remark that this is not totally correct, the degrees only determine the type of a leaf.

Let us remind that the moduli space of $G$-monopoles is a space of based holomorphic maps from $\mathbb{P}^1$ to the flag variety $X = G/B_-$ sending $\infty$ to $B_- \in X$. The map $f: \mathbb{P}^1 \rightarrow X$ is said to be of degree $\alpha$ where $\alpha \in H_2(X, \mathbb{Z})$ is a positive coweight of $\mathfrak{g}$, if for the fundamental class $[\mathbb{P}^1] \in H_2(\mathbb{P}^1, \mathbb{Z})$ we have $f_*[\mathbb{P}^1] = \alpha$. We denote the space of maps of degree $\alpha$ by $\text{Maps}^\alpha(\mathbb{P}^1, X)$. Note, that the maps

$$\mathbb{P}^1 \rightarrow (\mathbb{P}^1 \times \cdots \times \mathbb{P}^1), \quad \infty \mapsto (0, \ldots, 0) \quad (4.1)$$

of multidegree $\alpha$ form an open subset in $\text{Maps}^\alpha(\mathbb{P}^1, X)$. This observation allows the authors of [19] to identify open subsets of symplectic leaves on $\mathcal{M}$ with open subsets in the moduli space of $G$ monopoles with the use of functions (3.4). The space $\text{Maps}^\alpha(\mathbb{P}^1, X)$ admits a
The Zastava space is the partial compactification, also known as the Zastava space. Set-theoretically, Zastava space is described as follows

\[ \mathcal{Z}^\alpha = \sum_{\beta \leq \alpha} \text{Maps}^\beta(\mathbb{P}^1, X) \times \text{Sym}^{\alpha-\beta}(\mathbb{C}), \]

(4.2)

where \( \text{Sym}^{\alpha-\beta} \) is the space of colored divisors of the form \( \sum \gamma_i e_i \) where \( e_i \in \mathbb{C} \) and \( \gamma_i \) are positive coweights of \( g \) satisfying \( \sum \gamma_i = \alpha - \beta \). Note, that the space of based maps \( \mathbb{P}^1 \to \mathbb{P}^1 \) of degree \( r \) coincides with the space of rational functions \( P(z)/Q(z) \) where \( Q \) is a monic polynomial of degree \( r \), \( P \) is a polynomial of degree less than \( r \), and they do not have common roots. In the same vein, the space (4.1) may be thought of as a collection of such rational functions. Then, an open subset of the Zastava space (4.2) is again a collection of such rational functions with the condition on the absence of common roots dropped. From this viewpoint, the colored divisors encode the same information as the Smith normal forms of symplectic leaves described in the article. We refer the reader to [4, 5, 13] and references therein for details on Zastava spaces.

Now, let \( \alpha \) and \( \beta \) be a pair of dominant coweights of \( g \). Denote by

\[ \text{Gr}^\alpha = G[t]t^\alpha \quad \text{and} \quad \text{Gr}_\beta = G_1[t^{-1}]t^\beta \]

the corresponding orbits in the thin affine Grassmannian \( \text{Gr} = G[t, t^{-1}]/G[t] \). Let us consider subvarieties in \( \text{Gr} \) of the form

\[ \text{Gr}^\alpha_\beta = \text{Gr}^\alpha \cap \text{Gr}_\beta \quad \text{and} \quad \text{Gr}^\alpha_\beta = \text{Gr}^\alpha \cap \text{Gr}_\beta, \]

where \( \text{Gr}^\alpha = \bigsqcup_{\gamma \leq \alpha} \text{Gr}^\gamma \) is the closure of \( \text{Gr}^\alpha \). It is known that \( \text{Gr}^\alpha_\beta \) is nonempty if and only if \( \alpha \geq \beta \). The results of [19] were generalised in [23]. First, it was shown [23, Theorem 2.5] that subvarieties \( \text{Gr}^\alpha_\beta \) are symplectic leaves in \( \text{Gr} \). Second, given a slice \( \text{Gr}^\alpha_\beta \) and a collection of parameters \( \bar{c} \) there was constructed a family of representations of the shifted Yangian \( Y^\lambda_\beta(g) \), coinciding with representations from [19] for \( \beta = 0 \). It was shown (modulo some technical conjecture) that the image \( Y^\lambda_\beta(\bar{c}) \) of \( Y^\lambda_\beta(g) \) quantizes the algebra \( \mathcal{O}(\text{Gr}^\alpha_\beta) \). It is known [5] that for any slice \( \text{Gr}^\alpha_\beta \) there exists a birational map

\[ s^\alpha_\beta: \text{Gr}^\alpha_\beta \to \mathcal{Z}^{\alpha-\beta} \]

(4.3)

given in local coordinates (3.4) by

\[ \text{Gr}^\alpha_\beta \ni g \mapsto (e_1(g), \ldots, e_r(g)) \in (\mathbb{P}^1 \times \cdots \times \mathbb{P}^1) \subset \mathcal{Z}^{\alpha-\beta}. \]

Recently [12] the map \( s^\alpha_\beta \) was shown to be Poisson.

Let us position the results of this paper in the above background. For \( g = sl_m \), Corollary (2.6) sharpens the description of symplectic leaves given in [19], it does not only classify symplectic leaves up to their type but provides the full set of their invariants. On the other hand, it generalises the description of leaves on an open set \( G_1[t^{-1}] \subset \text{Gr} \) from [23], the latter correspond to the leaves of \( \mathcal{G} \) with all roots of invariant polynomials being 0. In particular, this explains the connection between the descriptions of [19] and [23], indeed there exists a unique leaf of each type with spectrum consisting only of zeros. Moreover, it seems that the parameters of quantization used in both [19] and [23] encode the spectra of the leaves. Finally, it follows from [12] and the present article that with \( \beta = 0 \) the map (4.3) extends to a Poisson map \( \bar{s}^\alpha: \mathcal{G}^\alpha \to \mathcal{Z}^\alpha \), sending the roots of greatest common divisors of coordinates \( a_i \) and \( b_i \) from (3.3) to the colored divisors in \( \mathcal{Z}^\alpha \). Moreover, restriction of \( \bar{s}^\alpha \) to any symplectic leaf of type \( \alpha \) is birational. Here \( \mathcal{G}^\alpha \) denotes the Poisson submanifold of \( \mathcal{G} \) consisting of all the leaves of types \( \beta \leq \alpha \). This provides a way to realise colored divisors as Smith Normal
Forms of symplectic leaves on $G$ and extends known dictionary between affine Grassmannians and $G$-monopoles.

We conclude this paper with some unanswered questions. First, we think that the results of this paper should be generalised to semi-simple Lie algebras of arbitrary type and to Poisson structure given by trigonometric $r$-matrix. Second, we are curious to find the precise relation between quantization of the symplectic leaves obtained here, and the families of Yangian modules constructed in [19, 23]. Finally, maps $\tau_{AM}$ from the Theorem 3.13 suggest that tensor products of $Y(\mathfrak{gl}_m)$-modules constructed in [18] admit intertwining operators labelled by permutations of the joint spectra of coadjoint orbits. In our opinion, it would be interesting to find precise formulas for these operators. We return to these questions in the forthcoming publication.
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