Minimum Entropy Rate Simplification of Stochastic Processes

Gustav Eje Henter, Member, IEEE, and W. Bastiaan Kleijn, Fellow, IEEE

Abstract—We propose minimum entropy rate simplification (MERS), an information-theoretic, parameterization-independent framework for simplifying generative models of stochastic processes. Applications include improving model quality for sampling tasks by concentrating the probability mass on the most characteristic and accurately described behaviors while de-emphasizing the tails, and obtaining clean models from corrupted data (nonparametric denoising). This is the opposite of the smoothing step commonly applied to classification models. Drawing on rate-distortion theory, MERS seeks the minimum entropy-rate process under a constraint on the dissimilarity between the original and simplified processes. We particularly investigate the Kullback-Leibler divergence rate as a dissimilarity measure, where, compatible with our assumption that the starting model is disturbed or inaccurate, the simplification rather than the starting model is used for the reference distribution of the divergence. This leads to analytic solutions for stationary and ergodic Gaussian processes and Markov chains. The same formulas are also valid for maximum-entropy smoothing under the same divergence constraint. In experiments, MERS successfully simplifies and denoises models from audio, text, speech, and meteorology.

Index Terms—G.3.e Markov processes, G.3.p Stochastic processes, H.1.1.b Information theory, H.5.5.c Signal analysis, synthesis, and processing, I.2.7.b Language generation, I.5.1.e Statistical models.

1 Introduction

Real-world observations are frequently corrupted by noise and errors, obscuring simpler processes lying underneath. Examples include field recordings of songbirds or speech recordings in natural environments, where the sources of interference cannot be controlled during data collection. Generative models trained on disturbed data result in complex descriptions that attempt to replicate the errors. Sampling from these models thus produces noisy data. We consider the problem of simplifying these models, so that cleaner and more consistent synthetic output—whether birdsong, speech, or something else—can be produced.

Because the observations are from a disturbed process, different from the actual process to be modeled, the models do not converge on the desired process even in the limit of infinite samples. One response would be to define and train a model with an explicit noise term, but subsequently set this noise to zero when generating new data. This works well if the type of noise is known and easy to describe mathematically, and we are free to choose a model that separates signal and noise. That is not always the case. Given a simple Markov chain, for instance, it is not obvious how to incorporate disturbances without changing the nature of the model significantly.

In this work, we consider the case of model denoising and simplification when no explicit noise model is available, or when the model does not separate signal and noise well. We present a nonparametric framework for simplifying generative models of stochastic processes, based on information theory. The framework can be used for removing disturbances from models of stochastic processes without assumptions about the nature of the errors present, other than that they act to increase the entropy of the data. The need for explicit noise models, as in, e.g., [1], is thus avoided. Neither is there a need to specify a prior, as in Bayesian probability.

Our proposal is also useful for simplifying all-signal models trained on noise-free data, by concentrating on the most characteristic outcomes. Such simplification is relevant in model-based speech synthesis, where random sampling generates unnatural speech due to shortcomings of the acoustic models used [2], and only the most probable outcome is typically generated as output data [3]. For our proposal, the degree of simplification can be adjusted continuously, and unlike $\ell_1$-sparsity based model simplification schemes like [4], the results are independent of unitary transformations of the data.

Our simplification procedure acts as a post-processing step applied to already-trained models. As a result, the simplified model is not automatically validated against observed data. On the other hand, this means that the procedure can be applied even when only a model is provided, without any data, e.g., in online learning scenarios where datapoints are not retained. Moreover, the computational effort scales favorably, as it only depends on model size, regardless of the amount of training material used to create that model.
The framework leads to straightforward, analytical simplification schemes in a number of important special cases. We show that for an example with a Markov chain grammar learned from synthetic speech transcriptions corrupted by realistic speaker errors, the proposed method is able to remove a significant part of the distortances in the learned model, as measured objectively by the KL-divergence rate. The simplified model generates sample data of superior subjective quality compared to the original learned model.

The remainder of the article is laid out as follows: Section 2 provides a motivation for probability concentration in data synthesis. Section 3 then introduces the general MERS framework. The sections thereafter provide analytic solutions for two important practical cases. Section 6 presents some experimental results on Markov chains, while Section 7 concludes and suggests further work.

2 Background

In machine learning, a distinction exists between generative statistical models, which describe the joint distribution $P(X, Y)$ of labels $Y$ and observations $X$, and discriminative models that model the conditional distribution $P(Y | X)$ only. The former models are more versatile, since they can be used both for classification tasks (estimating $Y$ given $X$), and for sampling from the joint distribution. As a case in point, hidden Markov models lie at the heart of contemporary systems for both speech recognition and model-based speech synthesis, e.g., [5], [6].

One size does not fit all, however. While the same model family may be successful in both generative and discriminative tasks, this does not imply that the same model is optimal in all cases; see [7] and [8]. In practice, it is generally necessary to adapt the approach to the context and problem at hand. Specifically, classification and synthesis tasks are often treated differently [7]. For example, training (parameter estimation) for classification problems may employ a discriminative procedure, to emphasize class differences over regular maximum likelihood [9].

2.1 Task-Appropriate Post-Processing

Differences between generative and discriminative tasks go beyond model formulation and training, as it is commonly necessary to post-process the trained models to account for aspects of the problem that may not be represented well by the training data. However, while such post-processing is recognized as a common part of classifier design and has been well studied in that context, the possibility of post-processing for generative tasks is largely unexplored. This article is an initial attempt to fill that gap, and consider generative post-processing in more detail.

For discriminative tasks such as speech recognition, it is common to apply smoothing following maximum likelihood parameter estimation [10]. Smoothing increases the amount of randomness and variation in the model, and reduces the impact of the greater variability of real-world data as compared to training data. The practice generally improves the performance of recognizers, which may be trained on clean and grammatically correct speech, but are commonly used in environments with background noise, conversational grammar, and a wide variety of speaker accents.

Mathematically, the issue is that maximum likelihood parameter estimation tends to produce models that assign minimal, often zero, probability to events not observed in the training data. However, as the actual set of possible outcomes may be very large, it is not uncommon for new samples to represent events not previously observed, see [11]. In speech recognition, a small acoustic aberration may then prevent the recognition of a word. Smoothers and Bayesian approaches replace many of the probabilities estimated to be zero with small but nonzero values, thus increasing model variability and improving practical performance. Example techniques include simple additive smoothers such as pseudocount methods, which are related to Bayesian priors, and well-known schemes like those of Jelinek and Mercer [12], Katz [13], and Kneser and Ney [14].

Generative tasks call for the opposite approach. When sampling from a model, it is often preferable to decrease rather than increase its variability. This filters out unlikely and uncharacteristic behavior. For example, it is desirable for a speech synthesizer to use correct grammar, even if the training data is not grammatically perfect. (Compare with human children, who are able to learn excellent grammar from conversational speech alone.) It is thus preferable to focus on the most common and characteristic behaviors, at the expense of less common events. We refer to this as probability concentration, as the aim is to concentrate the probability mass or density of a model to select representative outcomes. A simpler, more predictable process is then obtained. The degree of probability concentration that is desired will depend on the particular application. Model-based speech synthesis is an extreme example, where only the most probable outcome is generated [3]. This is the opposite of smoothing for discriminative tasks, where peaked probability distributions are made more uniform, increasing variability.

An alternative view of probability concentration is that we want to reduce or de-emphasize the tails of the process. These may not be well behaved since they can be difficult to estimate from empirical data, and need not have the assumed functional form (recall that the central limit theorem does not apply to extreme values). For the special case of MERS investigated in Sections 4.1 and 5, we obtain a scheme where tails of the distribution function that originally roll off as a power function, $O(x^{-\alpha})$, after simplification decrease by a greater power $O(x^{-\alpha + p})$, where $\alpha > 1$. Exponentially decreasing tails similarly have their roll-off rate increased by a factor $\alpha$. Thus, fat tails are made slimmer. We can also perform maximum entropy rate smoothing using the same mathematical solutions, by choosing $\alpha \in (0, 1)$.

2.2 Relations to Sparsity and Denoising

The examples in the introduction assume that errors are inherent in the data acquisition process. This means one cannot rely on just amassing more data in order to converge on a good, low-noise model. Basic Bayesian smoothers like [15] are similarly ineffective, as the impact of the prior there decreases with additional data. Instead, we are compelled to assume the existence of a simpler (less random) underlying structure, and then recover this structure by applying some kind of nonparametric model denoising, removing errors from
the model rather than from the data. Since errors typically are varied and spread their probability mass over many outcomes, removing uncommon events will concentrate on the least corrupted behaviors of a process. However, the general idea of simplification by decreasing variability is valid even without positing an underlying structure to recover, and applies also outside the domain of denoising.

Probability concentration is related to sparsity, but it is not identical to it. Sparsity is traditionally considered in relation to some basis: a representation is considered sparse if many coefficients are very small or zero, see [16]. One example is speech signals, which become sparse with a unitary transformation to the frequency domain. A major aspect of sparse methods is typically to find the right such sparsifying transformation, for example the Karhunen-Loève transform used in signal compression. Probability concentration, on the other hand, is a property of the model itself rather than a particular representation. Our proposal, in particular, is independent of translations and unitary transformations (or, for discrete-valued variables, any transformation), and thus avoids any need to search for a sparsifying transformation.

The concepts of sparsity and probability concentration partially overlap in models such as Markov chains, which are typically parameterized in terms of probabilities; a Markov chain exhibiting a high degree of probability concentration will have mostly negligible entries in its transition matrix (though the entries need not be identically zero). This connection to sparsity is appealing, since sparse representations tend to compress well [16], may allow fast processing [17], and typically are easier to interpret [15], [18]. Although simple models cannot be motivated from a statistical argument [19], these advantages of sparsity are consistent with Occam’s razor.

3 Minimum Entropy Rate Simplification

In this part, we demonstrate how the abstract principle of probability concentration for stochastic processes can be translated into a concrete mathematical framework. We call this minimum entropy rate simplification, MERS. We define simplification as a decrease in some quantitative measure of complexity, in our case the entropy rate.

To measure and obtain practical probability concentration, we adopt an approach similar to the well-established rate-distortion framework in lossy source coding. Rate-distortion theory is a compelling starting point for several reasons:

1) The goal is to produce simplified approximations, in the sense that they compress easily and are simple to describe.
2) The results are independent of parameterization, owing to their grounding in information theory.
3) There are well-known solutions exhibiting reverse water-filling, a manifestation of sparsity [20], [21]. We would like to achieve something similar.
4) It has already spawned machine learning spin-offs such as information bottleneck [22] and the semi-supervised method for learning conditional random fields described in [23].
5) By basing our efforts on established theory, we can adapt and reuse its associated tools and techniques.

The central pillar of rate-distortion theory is the trade-off between the chosen degree of simplification (rate decrease) and the distortion it necessarily introduces. We adopt a similar setup, and seek models that are optimally simple in a specific mathematical sense, while not diverging too much from the original model.

3.1 Preliminary Definitions

Let \( \tilde{X} = \{ \tilde{X}_t : t \in \mathbb{Z} \} \) be a given stationary and ergodic stochastic process representing some observed process. Importantly, \( \tilde{X} \) is not a set of observations, but a stochastic model that generates them. We shall assume \( \tilde{X} \) to be known, though in practice it generally has to be estimated from observation data first. \( \tilde{X} \) may be either discrete or continuous-valued. We use an underline and indices together to denote contiguous sequences of random variables from a stochastic process, as in \( \tilde{X}_{t+T} = \{ \tilde{X}_t, \tilde{X}_{t+1}, \ldots, \tilde{X}_{t+T} \} \).

Let \( \mathcal{X} \) be a given class of stochastic processes on the same sample space \( \Omega \) as \( \tilde{X} \); typically \( \tilde{X} \in \mathcal{X} \). Probability concentration leads to another stationary and ergodic \( X \in \mathcal{X} \) that is similar to the given \( \tilde{X} \), but emphasizes characteristic behavior and suppresses uncommon events. MERS, in particular, maximizes a particular simplicity measure for \( X \), subject to a constraint on the dissimilarity from \( \tilde{X} \), akin to the rate-distortion trade-off in lossy source coding.

In some contexts, we may assume the existence of \( X^* \), a clean, stationary, and ergodic underlying stochastic process, for instance a grammar, which is disturbed by an unknown error mechanism to form \( \tilde{X} \), the model process that generates our observations. \( X^* \) takes values on the same space as \( \tilde{X} \). The \( X \) obtained with MERS may be seen a “cleaned” version of \( \tilde{X} \) and an approximation of \( X^* \). Note that we have not made assumptions on the nature of the disturbances, e.g., independence or Markovianity, so the setting is highly general; disturbances can, for example, be omissions, repetitions, as well as noise additions.

3.2 Quantifying Simplicity

The first design choice is how to quantify simplicity. Our choice should capture the degree of probability concentration, and thus the amount of randomness.

The classic measure for quantifying the randomness of a discrete random variable \( P \) with pmf \( p_P (i) \) is the information entropy or Shannon entropy [21]

\[
H(P) = - \sum_i p_P (i) \log p_P (i) \geq 0. \tag{1}
\]

The entropy concept can be generalized to stationary and ergodic discrete-time processes by taking the limit

\[
H_{\infty} (X) = \lim_{T \to \infty} \frac{1}{T} H \left( \{ X_{t+T} \} \right), \tag{2}
\]

known as the entropy rate. This quantifies the unpredictability of the process, measured as the added information (bits, nats, or similar) per time step, and is independent of representation. If the observation space is continuous, one can instead define the differential entropy through an integral

\[
h(P) = - \int f_P (i) \log f_P (i) \, di. \tag{3}
\]
with an associated limiting differential entropy rate \( h_\infty (X) \)
for continuous-valued processes. These two quantities are independent of how the model \( X \) is parameterized, but not of transformations \( y = g(x) \) of the observation space when \( g \) is not an isometry (a translation and a unitary linear transformation).

In rate-distortion theory, the entropy rate captures how difficult a signal is to compress: simple signals have concise, efficient descriptions. The entropy rate will fill an analogous role in MERS.

To obtain probability concentration we minimize the entropy rate of \( X \). This should give a more predictable (thus more concentrated) and simpler process. By working with the entropy rate rather than the per-sample entropy \( H(X_t) \), we operate our simplification on the space of entire behaviors of \( X \), typically involving multiple time steps, as opposed to singular outcomes \( X_t \).

The process \( X \) is not observable. In denoising applications we sometimes think of it as a hypothetical underlying, low-noise process. As a matter of fact, the information-theoretic properties of an underlying generating process have been used to quantify process complexity before, for instance in the causal states framework [24].

We note that the entropy of a discrete random variable is a concave function over the unit simplex with minima at the corners. Entropy minimization is therefore not a convex optimization problem, and the concave nature of the objective function could possibly complicate numerical optimization by presenting many local minima. This point is however moot whenever the optimum can be identified analytically, as in the examples later on.

### 3.3 Preventing Oversimplification

To prevent oversimplification, we maximize the above simplicity under a constraint that we do not stray too far from the original observed process. The latter corresponds to the distortion constraint in rate-distortion theory. Numerous measures of similarity or dissimilarity between distributions exist in the literature (e.g., \( f \)-divergences and Bregman divergences [25]), many of which can be extended to stochastic processes in multiple ways. Constraining different measures will lead to different results, and yield different flavors of probability concentration and minimum entropy rate simplification.

In this work, we again look to information theory, in order to define a natural, representation-independent measure of dissimilarity that we may constrain. There, the dissimilarity between two discrete random variables \( P \) and \( Q \) is commonly quantified by the relative entropy (or Kullback-Leibler divergence) [21]

\[
D_{KL}(P \parallel Q) = \sum_i p_P(i) \log \frac{p_P(i)}{p_Q(i)} \geq 0. \tag{4}
\]

As before, we can take the limit

\[
D_\infty(X \parallel Y) = \lim_{T \to \infty} \frac{1}{T} D_{KL} \left( \left\{ X_t^{t+T} \right\} \parallel \left\{ Y_t^{t+T} \right\} \right) \tag{5}
\]

1. Causal states are however unsuitable for our purposes, as they capture all predictive information in the original process, including any correlations in the noise, and do not actually discard information as would be necessary for strong simplification.

to define the relative entropy rate between two stationary stochastic processes \( X \) and \( Y \). Like the entropy rate \( H_\infty (X) \), this is independent of representation and has compatible units of information per time step. For continuous-valued processes, an analogous concept of differential relative entropy rate, \( d_\infty \), is obtained by integrating rather than summing over the observation space. Like the discrete quantity \( D_\infty \), this is invariant of parameterization as well as transformation.

In standard situations where the KL-divergence is used, \( P \) is the true distribution while \( Q \) is an approximation thereof. In MERS, we want to identify a simple candidate underlying model \( X \) from a given corrupted, approximate version \( \tilde{X} \). Since \( \tilde{X} \) is the approximate quantity, this suggests a constraint \( D_\infty(X \parallel \tilde{X}) \leq D \), where \( D \) is a user-set maximum tolerable divergence rate which controls the degree of simplification.

Due to the asymmetry between the two arguments of the KL-divergence, this formulation is highly averse to adding behaviors (nonzero-probability outcome sequences) to \( X \) that are not in \( \tilde{X} \), but is less sensitive to outcomes being taken away, as is appropriate for simplification. This is in contrast to, e.g., the alternative constraint \( D_\infty(\tilde{X} \parallel X) \leq D \), which may penalize probability concentration too harshly.

A similar situation to the above, where the second divergence argument and not the first is considered fixed, arises for log-evidence maximization in variational Bayesian methods, cf. [26], also leading to concentrated distributions.

### 3.4 The General MERS Formulation

Drawing on the above sections, we are now ready to define general minimum entropy rate simplification. Given a stationary and ergodic stochastic process \( \tilde{X} \) and a process dissimilarity measure \( \text{Dis}(X, \tilde{X}) \), a general minimum entropy rate simplification of \( \tilde{X} \) in \( X \) for a maximum tolerable dissimilarity \( D \) is any process \( \hat{X} \) which solves the optimization problem

\[
\min_{\hat{X} \in \mathcal{X}} H_\infty (\hat{X}) \tag{6}
\]

subject to \( \text{Dis}(\hat{X}, \tilde{X}) \leq D \). \tag{7}

In this paper, the primary dissimilarity \( \text{Dis}(X, \tilde{X}) \) will be the KL-divergence rate \( D_\infty(X \parallel \tilde{X}) \), leading to a formulation

\[
\min_{\hat{X} \in \mathcal{X}} H_\infty (\hat{X}) \tag{8}
\]

subject to \( D_\infty(\hat{X} \parallel \tilde{X}) \leq D \), \tag{9}

with \( D \) being the maximum tolerable divergence. In case \( \tilde{X} \) is continuous-valued, we replace \( H_\infty \) and \( D_\infty \) by their differential analogues.

We assume the relevant \( H_\infty \) and \( D_\infty \) exist; for Markovian processes this is assured [27]. However, the quantities may be difficult to write out explicitly. For instance, the entropy rate of an HMM is a Lyapunov exponent with no known closed-form expression [28]. This echoes rate-distortion theory, where only a few analytic solutions are known [21].

The MERS framework enables a continuum of simplifications, ranging all the way from no modification to
complete predictability, in order to suit a wide array of application scenarios. In practice, different applications call for different trade-offs between simplicity and fidelity, and it is therefore difficult to make general statements on what tuning-parameter values to use. Ultimately, the degree of simplification has to be chosen by the experimenter on a case-by-case basis, for instance via cross-validation if held-out data is available.

4 MERS FOR GAUSSIAN PROCESSES
Having defined the general MERS framework, we now focus on its concrete implications in a few important special cases. We first discuss the situation where $X$ is a continuous-valued Gaussian process, where we can draw some parallels to Wiener filtering; discrete Markov chains will be considered in Section 5.

4.1 Purely Nondeterministic Processes
We here present solutions to the MERS problem (8) for two classes of Gaussian processes, with $X, \tilde{X} \in X_{nd}$. Defining the (power) spectral density function of nondeterministic $X$ through

$$R_X(e^{i\omega}) = \sum_{l=-\infty}^{\infty} E(X_t | X_{t+l}) e^{i\omega l}$$

for $\omega \in (-\pi, \pi]$, with $R_{\tilde{X}}(e^{i\omega})$ defined similarly, the differential entropy rate to minimize becomes

$$h_{\infty}(X) = \frac{1}{4\pi} \int_{-\pi}^{\pi} \log(4\pi^2 e^2 R_X(e^{i\omega})) \, d\omega,$$

while the relative entropy rate constraint turns into the Itakura-Saito divergence

$$d_{\infty}(X \| \tilde{X}) = \frac{1}{4\pi} \int_{-\pi}^{\pi} \log \left( \frac{R_X(e^{i\omega})}{R_{\tilde{X}}(e^{i\omega})} \right) \, d\omega,$$

see [30]. We may assume $R_{\tilde{X}}(e^{i\omega}) > 0$ almost everywhere, otherwise the process is completely predictable. (Following the same reasoning, (11) means that band-limited processes do not have a meaningful differential entropy rate.)

For generality, we will also consider MERS solutions $X \in \tilde{X}$ with lower-bounded power spectra, i.e., we let

$$X = \{ X \in X_{nd} : R_X(e^{i\omega}) \geq r_{\min} \forall \omega \}$$

for some given $r_{\min} \geq 0$. This reduces to the unconstrained processes $X_{nd}$ when $r_{\min} = 0$.

The problem of minimizing differential entropy rate under our constraints is easily solved through a variational calculus approach similar to the derivation of AR-processes as the maximum-entropy processes under covariance constraints in [31]. We introduce a Lagrange multiplier $\lambda \geq 0$ for the divergence constraint (12), which we can think of as an “exchange rate” between bits of entropy and bits of divergence. Upon seeking stationary points, one obtains from the Euler-Lagrange equation

$$R_X(e^{i\omega}) = \max \left( r_{\min}, \frac{\lambda}{\lambda-1} R_{\tilde{X}}(e^{i\omega}) \right).$$

This solution is obviously only valid for $\lambda > 1$; for these $\lambda$ we define the (inverse) scaling factor $\alpha = \frac{\lambda-1}{\lambda} \in (1, \infty)$. The MERS solution simply shrinks the spectral magnitude by $\alpha^{-1}$, until it hits the floor at $r_{\min}$. In an MA($\infty$)-representation, this uniform spectral scaling corresponds to reducing the variance of the driving Gaussian noise by a factor $\alpha^{-1}$, or an equivalent scaling of all MA-coefficients. The factor $\alpha$ can be computed as an implicit function of the maximum tolerable dissimilarity $d$.

It is worth noting that simple spectral scaling indeed produces probability concentration. Specifically, when the minimum-rate bound is inactive the next-step conditional pdf for $X$ given $T$ past samples can be written

$$f_{X_t \mid X_{t-1}^\rho} (x_t \mid x_{t-1}^\rho) = \frac{1}{\nu} \left( f_{\tilde{X}_t \mid \tilde{X}_{t-1}^\rho} (x_t \mid x_{t-1}^\rho) \right)^{\alpha},$$

where $\nu > 0$ is a normalization constant. The ratio of $f_{X_t \mid X_{t-1}^\rho}$ to $f_{\tilde{X}_t \mid \tilde{X}_{t-1}^\rho}$ is then strictly increasing in $f_{\tilde{X}_t \mid \tilde{X}_{t-1}^\rho}$ for any $x_t$ and $x_{t-1}^\rho$, meaning that the probability density has become further concentrated to previous high-probability regions.

It is instructive to compare Equation (15) with the Gibbs measure from statistical mechanics [32], which takes the form

$$p_X(x) = \frac{1}{Z(\alpha)} \exp(-\alpha E(x)),$$

where $E(x)$ is known as the energy of state or configuration $X$ and $Z(\alpha)$ (the partition function) is a normalization constant. The Gibbs measure is a well-known framework that exhibits probability concentration for high values of the inverse-temperature parameter $\alpha$, in the sense that the system concentrates on the least energetic states as the temperature drops. Adding an artificial temperature parameter is in fact an established method for simplifying a Gibbs model and reducing its thermodynamic entropy; MERS provides an information-theoretic interpretation of this practice.

4.2 Weighted Itakura-Saito Divergence
The Itakura-Saito criterion in (12) is a function of the ratio $R_X(e^{i\omega}) / R_{\tilde{X}}(e^{i\omega})$, and thus only considers relative spectral differences. In many applications, however, spectral peaks are the most important. One example is speech signal processing, where spectral valleys often are subject to perceptual masking. This suggests weighting the Itakura-Saito divergence by the observed signal power $R_{\tilde{X}}(e^{i\omega})$.

$$d_{\|_{\tilde{X}}}(X \| \tilde{X}) = \frac{1}{4\pi} \int_{-\pi}^{\pi} \left( R_X(e^{i\omega}) - R_{\tilde{X}}(e^{i\omega}) + R_{\tilde{X}}(e^{i\omega}) \log \left( \frac{R_X(e^{i\omega})}{R_{\tilde{X}}(e^{i\omega})} \right) \right) \, d\omega.$$

As shown in Appendix A.2, minimizing entropy rate while constraining this weighted Itakura-Saito divergence leads to a solution

$$R_X(e^{i\omega}) = \max \left( r_{\min}, R_{\tilde{X}}(e^{i\omega}) - \lambda^{-1} \right),$$

2. Interestingly, when $r_{\min} = 0$ the problem of maximizing the entropy rate under the divergence constraint (9) is mathematically very similar to MERS, and leads to a solution formula identical to Equation (15), but with exponents $\alpha \in (0, 1)$ rather than $\alpha > 1$. 


where \( \lambda \) is a Lagrange multiplier associated with the dissimilarity constraint. For \( r_{\min} = 0 \), the solution is valid for \( \lambda^{-1} \in (0, \min_\nu \tilde{R}_{\tilde{X}}(e^{i\omega})) \), with the rate in (11) typically approaching zero at the upper end of this interval, while for \( r_{\min} > 0 \) the entire range \( \lambda^{-1} \in (0, \infty) \) can be used, though the rate then has a nonzero minimum value. Interestingly, while (14) corresponds to the same relative spectral reduction everywhere, this solution instead reduces the spectrum everywhere by the same absolute amount, until the floor is reached.

### 4.3 Conserving the Variance

Another variation on MERS is obtained by changing the constraints on the process space \( \mathcal{X} \). If we revert back to standard KL-divergence rate based MERS (by constraining \( d_\infty \) as given in (12)), but choose \( \mathcal{X} \) as the space of stationary and ergodic univariate Gaussian processes having the same variance \( \text{Var}(X_t) \) as the original \( \tilde{X} \), the simplistic variance scaling in (14) is no longer possible. Instead we get a formal solution

\[
R_X(e^{i\omega}) = \frac{1}{\nu - \beta - \tilde{X}} R_{\tilde{X}}(e^{i\omega}) \tag{19}
\]

(see Appendix A.3). For Lagrange multiplier values \( \nu > 0 \) and \( \beta > \max_\nu \tilde{R}_{\tilde{X}}(e^{i\omega}) \) this can be shown to erode away already small values of \( R_{\tilde{X}}(e^{i\omega}) \), yielding a spectrum where the relative differences between peaks and valleys are increased; other ranges of Lagrange multipliers give maximum entropy rate solutions. Essentially, peaks are conserved since they dominate the energy, while valleys are removed. To achieve a target variance and distortion, one may apply root-finding schemes to solve for appropriate Lagrange multiplier values.

We note that constraining \( \text{Var}(X_t) \) prevents \( X \) from becoming deterministic in the limit of extreme simplification. Instead, (19) achieves low entropy rates by creating simplifications that are predictable over longer time spans on average.

### 4.4 General Solution for Gaussian Processes

Solutions (14) and (19) above can easily be extended to general stationary and ergodic univariate Gaussian processes. Let \( \tilde{X}' = \tilde{\mu} + \tilde{X} \) and \( X' = \mu + X \) be the Wold decompositions [33] of two such processes, with \( \tilde{\mu} \) and \( \mu \) being the deterministic process components, while \( \tilde{X} \) and \( X \) are purely nondeterministic as before. It is assumed that \( \mu + X \in \mathcal{X} \) and \( \tilde{\mu} + \tilde{X} \) are closed under deterministic translation. The relation

\[
d_\infty(\mu + X \mid \tilde{\mu} + \tilde{X}) \geq d_\infty(\tilde{\mu} + \tilde{X} \mid \tilde{\mu} + \tilde{X}) \tag{20}
\]

(see Appendix A.4) then ensures that there always is a MERS optimum of the form \( X' = \tilde{\mu} + \tilde{X} \).

Since (20) only is satisfied with equality when \( \mu = \tilde{\mu} \), the solution is unique. Additionally, the identities \( h_\infty(X') = h_\infty(X) \) and

\[
d_\infty(\tilde{\mu} + \tilde{X} \mid \tilde{\mu} + \tilde{X}) = d_\infty(X \mid \tilde{X}) \tag{21}
\]

enable us to reduce the problem to the purely nondeterministic situation above. The general Gaussian MERS solution is therefore \( X' = \tilde{\mu} + X \), which amounts to simplifying the nondeterministic process component as before and keeping the deterministic part of \( X \) unaltered. This is discussed further in Appendix A.4.

### 4.5 Relation to the Wiener Filter

MERS makes no explicit assumptions about possible disturbances in the input process \( \tilde{X} \). It is however instructive to compare MERS output to that of traditional noise reduction methods containing an explicit noise model, and see when the results agree. A particularly important scenario is that of additive, uncorrelated noise \( N_t \). This satisfies

\[
\tilde{X}_t = X_t^{\star} + N_t \tag{22}
\]

\[
R_{\tilde{X}}(e^{i\omega}) = R_{X^{\star}}(e^{i\omega}) + R_N(e^{i\omega}). \tag{23}
\]

MSE-optimal noise reduction is then performed through Wiener filtering [34].

For the additive noise model, it is easy to see that the unconstrained KL-divergence based MERS solution in (14) can recover the correct signal spectrum, i.e., achieve \( R_{X^{\star}}(e^{i\omega}) = R_{X^\star}(e^{i\omega}) \) for an appropriate choice of \( \alpha \), if the spectrum of the noise is proportional to that of the underlying signal, \( R_N(e^{i\omega}) \propto R_{X^{\star}}(e^{i\omega}) \). This reinforces our view that MERS is particularly appropriate when signal and noise are not easily separated.

On the other hand, the solution in (18), obtained by constraining the weighted Itakura-Saito divergence, can be made to coincide with the result of Wiener filtering \( R_{\tilde{X}}(e^{i\omega}) \) for the important practical case of additive white Gaussian noise. In this scenario, the noise spectral density is constant, \( R_N(e^{i\omega}) = \frac{\sigma^2}{2} \) assuming a noise variance \( \sigma^2 \), and MSE-optimal filtering is performed by choosing \( r_{\min} = 0 \) and \( \lambda = 2\pi\sigma^{-2} \) in MERS.

For variance-constrained MERS, the MERS solution (19) cannot be matched by any traditional Wiener filter. This is because MERS increases the energy of spectral peaks to satisfy the constraint (19), while Wiener filtering can only remove energy. This exemplifies a situation where MERS should primarily be interpreted as a general simplification scheme, rather than a mere denoising procedure.

### 4.6 Example Application

We illustrate the effects of the various MERS solutions by applying them to an audio signal with compression artifacts (quantization noise). In audio compression, it is standard to assume that the signal waveform follows a Gaussian AR-process, so the previously developed MERS theory is appropriate.

The solid blue graph in Figure 1 shows the power spectrum of a model \( X' \), estimated from a half-second, Hann-windowed excerpt of the grand piano recording in track 39 (index 1) of the EBU sound quality assessment material [35], downsampled to 8 kHz. The raw spectrum estimate was smoothed with a fifteen-point moving average to reduce the inherent variance of the estimation and to make the peaks wider and easier to resolve. Also shown in the figure (dotted black curve) is the power spectrum of a model \( \tilde{X} \) similarly fitted to a six-bit uniformly quantized version of the signal. As seen in the plot, the effect of this quantization
is to add white noise to the signal. This is most obvious in the spectral valleys, which have become much shallower for the quantized model, while the peaks have hardly changed at all. The figure additionally shows a number of power spectra corresponding to models simplified with the three Gaussian MERS techniques presented in this paper. For each technique, the relevant parameters \( r_{\text{min}}, \alpha, \lambda, \) and/or \( \beta \) were selected to minimize the root-mean-square (RMS) log-spectral distortion of the simplification \( X^\star \) with respect to the unquantized process \( X^\circ \).

From the figure, we see that the general effect of MERS is to remove energy from the spectral valleys, similar to postfiltering in audio coding. Unweighted and variance-constrained MERS largely overlap (solid pink versus dashed green graphs), but in contrast to the simple spectral scaling of unweighted MERS, which just amounts to a vertical offset in the logarithmic plot, variance-constrained MERS is able to retain, and even emphasize, the most prominent peak in the spectrum. Weighted Itakura-Saito MERS (dashed red graph) goes further, and manages to conserve all spectral peaks above the quantization noise floor, while reducing the spectral valleys to a power level much closer to that of the original signal. This results in models \( X \) where the amount of noise has been reduced significantly, and which would exhibit increased subjective audio quality over \( \hat{X} \) if used in, e.g., audio coding. Quantitatively, the log-spectrum RMS distortion of the best \( R_X(\omega^\circ) \) is less than 40% of that of the disturbed power spectrum \( R_{\hat{X}}(\omega^\circ) \) we started with.

5 MERS FOR MARKOV CHAINS

For discrete-valued processes there is no natural notion of additive noise, so there is no straightforward analogue of the Wiener filter for removing disturbances. The MERS principle, on the other hand, is equally applicable in continuous and discrete settings, and leads to similar results.

In this part, we apply MERS to discrete processes, namely first-order Markov chains on finite state spaces. Simply stated, these are characterized by the Markovian property \( P \left( X_{t+1} \mid X^\circ_{t-T} \right) = P \left( X_{t+1} \mid X_t \right) \) for all \( T \geq 0 \). Note that any Markov chain of finite order \( p \) can be can be converted to a first-order process through \( Y_{t+1} = \{ X_{t+p} \} \), so it is not restrictive to assume a minimum-order process. Markov chains are very common as language models in natural language processing, in addition to being a key building block of hidden Markov models.

5.1 General Solution for Markov Chains

Let \( X \) and \( \hat{X} \) be stationary and ergodic first-order Markov chains with outcomes on a finite-cardinality alphabet \( A \). Without loss of generality we take \( A = \{ 1, \ldots, k \} \).

Markov chains such as \( X \) and \( \hat{X} \) are usually represented by their transition matrices, here written \( A \) and \( \hat{A} \), respectively, the elements of which are the conditional transition probabilities \( a_{ij} = P \left( X_{t+1} = j \mid X_t = i \right) \), and similarly for \( \hat{a}_{ij} \). Specifying the transition matrix completely determines any stationary and ergodic Markov chain, including its stationary distribution, which we write as a vector \( \pi \) with elements \( \pi_i = P \left( X_t = i \right) \). We assume \( \pi > 0 \), otherwise the zero-probability states can be removed from consideration and the results again apply.

For the Markov chain the entropy rate (8) minimized by MERS can be expressed as

\[
H_\infty (X) = - \sum_{ij} \pi_i a_{ij} \log a_{ij},
\]

while the relative entropy rate constraint (9) involves

\[
D_\infty (X \parallel \hat{X}) = \sum_{ij} \pi_i a_{ij} \log \frac{a_{ij}}{\hat{a}_{ij}};
\]

see [36]. Moreover, the conditions \( A \succeq 0 \) and \( A1 = 1 \) must be satisfied for \( A \) to be a valid Markov chain transition matrix. This problem formulation is cumbersome to optimize since it involves \( \pi \), a normalized version of the leading eigenvector of \( A^\circ \), which is a complicated function of the matrix elements \( a_{ij} \).
Despite the complexities of the formulas above, it is possible to derive an analytic solution to the MERS problem for Markov chains. This involves four main steps:

1) Represent $X$ by the bigram probabilities $b_{ij} = P(X_t = i \cap X_{t+1} = j)$, rather than the next-symbol probabilities $a_{ij}$. This simplifies the entropy and divergence rate expressions to

$$H_\infty (X) = - \sum_{ij} b_{ij} \log \frac{b_{ij}}{\sum_j b_{ij}},$$

(26)

and

$$D_\infty (X \mid \bar{X}) = \sum_{ij} b_{ij} \log \frac{b_{ij}}{a_{ij} \sum_{j'} b_{ij'}},$$

(27)

which do not involve any problematic eigenvectors. However, $P(X_t = i) = P(X_{t+1} = i)$ (as required for stationarity) contributes an additional constraint $B1 = B^\top 1$ on the row and column sums of the matrix $B$ of bigram probabilities.

2) Use the Blahut-Arimoto algorithm trick [37], [38] to transform the problem to a minimization over two sets of variables: the bigram probabilities $b_{ij}$ and the variables $q_t$, the latter representing the single-symbol frequencies $\pi_i = \sum_j b_{ij}$, in the above expressions.

3) In the resulting formulation, it is possible to solve analytically for the optimal $b_{ij}$ under fixed $q_t$, and vice versa. This leads to a convergent iterative solution scheme.

4) Interestingly, the fixed point of the Blahut-Arimoto iterations can be identified directly. This leads to an explicit solution formula expressed in $\bar{A}$, rather than $B$.

A detailed derivation is provided in Appendix B. The result gives the transition matrix of the MERS-optimal $X$ as

$$A = \frac{1}{\nu} (\text{diag } \mu)^{-1} \bar{A}^{(\alpha)} (\text{diag } \mu),$$

(28)

where $\bar{A}^{(\alpha)}$ denotes Hadamard power $\alpha$ (elementwise exponentiation) of the original transition matrix $\bar{A}$, i.e., $(\bar{A}^{(\alpha)})_{ij} = (\bar{a}_{ij})^\alpha$, while $\mu$ is the unique and positive leading right eigenvector of $\bar{A}^{(\alpha)}$, corresponding to the eigenvalue $\nu > 0$, so that $\bar{A}^{(\alpha)} \mu = \nu \mu$. The exponent $\alpha = \frac{1}{\lambda - 1} \in (1, \infty)$ is defined in terms of the Lagrange multiplier $\lambda > 1$ for the divergence constraint, similar to the Gaussian case. Fixing $\alpha$ corresponds to a particular simplicity-divergence trade-off.

The optimal Markov chain simplification in (28) has several similarities with the Gaussian example in Section 4.1. As before, it is clear that the interval $\alpha \in (1, \infty)$, corresponding to $\lambda > 1$, will yield all MERS solutions between the original $X$ and a completely predictable process. Exponents $\alpha \in (0, 1)$, meanwhile, yield smoothed, maximum entropy rate solutions, again similar to before. Furthermore, the minimum rate processes can be expressed very similarly between the discrete and continuous cases, using exponentiated conditional pdfs or pmfs normalized by Lagrange multipliers; compare relation (15) with the Markov chain analogue

$$p_{X_t \mid X_{t-1} = x_{t-1}} (x_t \mid x_{t-1}^T) = \frac{1}{\nu} \frac{\mu_{x_{t-1}}}{\mu_{x_t}} \left( p_{\bar{X}_t \mid \bar{X}_{t-1}} (x_t \mid x_{t-1}^T) \right)^\alpha.$$ 

(29)

The only notable difference between the continuous and discrete solution formulas, (15) and (29), is the unusual renormalization for the Markov chain contributed by the eigenvector $\mu$, which ensures that the solution satisfies $A 1 = 1$. We observe that this normalization is similar to the detailed balance condition

$$A = (\text{diag } \pi)^{-1} A^\top (\text{diag } \pi)$$

(30)

satisfied by time-reversible Markov chains. In fact, by rewriting (28) as

$$A = \left( \text{diag } \left( \bar{A}^{(\alpha)} (\text{diag } \mu) 1 \right) \right)^{-1} \bar{A}^{(\alpha)} (\text{diag } \mu),$$

(31)

we recognize it as an instance of the familiar row-sum normalization scheme

$$C_{\text{norm}} (C) = (\text{diag } (C 1))^{-1} C$$

(32)

used, e.g., to convert matrices with raw counts to ML estimates of conditional transition probabilities. Here $C = \bar{A}^{(\alpha)} (\text{diag } \mu)$, so the eigenvector $\mu$ merely acts as a set of column weights for $\bar{A}^{(\alpha)}$. The weights are equal and all rows of $A$ are the same if $\bar{X}$ is an i.i.d. process.

The most computationally demanding aspect of the solution formula (28) is to find the leading eigenvector of $\bar{A}^{(\alpha)}$, but this is a much studied problem for which efficient numerical methods exist [39]. If $\bar{A}$ is sparse, as is often the case in practice, extremely large problem sizes can be handled. In computing the seminal PageRank measure of web-page importance [40], which is based on Markov chains, it is common to solve leading-eigenvector problems with billions of columns [41].

6 Markov Chain Experiments

To provide concrete examples of the behavior and performance of Markov chain MERS, we here present its application to three different models. It is interesting to compare this theoretically optimal objective performance against that of relatively straightforward simplification methods. We therefore also apply a simple, thresholding-based scheme for probability concentration to the same examples, and investigate the results both objectively and subjectively.
In the first application, the methods are applied to weather data. Thresholding leads to nonergodic, reducible models, whereas MERS does not. Second, an ML-estimated character-level Markov model of English text is simplified using the two methods. Text synthesized from the resulting models becomes simpler and more consistent, and is at least as reasonable as text from the original Markov chain. In the final example, the methods are applied to denoise a word-level Markov chain of infant-directed speech. Results show that MERS filters out corruptions typical of spontaneous speech, leading to improvements in objective and subjective quality of the grammar in speech generated by the model. Thresholding yields similar subjective quality but inferior objective quality, as it may forbid grammatically legal constructions. First, however, we introduce the thresholding-based baseline simplification.

6.1 Thresholding-Based Simplification

For reference, we will compare the experimental results of MERS to a straightforward, thresholding-based probability concentration scheme, in which a simplified transition matrix is created by removing elements of $\mathbf{A}$ smaller than a threshold $\tau \geq 0$,

$$
a'_{ij}(\tau) = \begin{cases} 
\tilde{a}_{ij} & \text{if } \tilde{a}_{ij} \geq \tau \\
0 & \text{otherwise,}
\end{cases} \quad (33)
$$

and applying standard row-sum normalization (32) to the result $\mathbf{A}'(\tau)$. $\tau$ is a free parameter of the method, similar to $\alpha$ from before. For $\mathbf{A}'(\tau)$ to be normalizable, we must have $\tau \leq \tau_{\text{max}} = \min_i \max_j (\tilde{a}_{ij})$.

We note that thresholding-based probability concentration has several qualitative differences from MERS:

1) $\mathbf{A}'(\tau)$ is not a smooth function of $\tau$, and the simplification evolves in discrete steps. This means that only a finite number of different entropy-divergence trade-offs are possible. MERS, in contrast, provides a continuum of possible simplifications.

2) Unlike MERS, where small transition probabilities are typically made smaller (apart from the effect of the weighting $\text{diag}(\mu)$), transitions that are not removed by the thresholding can never have their probability decreased. Uncommon behavior is therefore initially made more likely, not less.

3) Because thresholding removes transitions completely, the resulting Markov chain may be split into several noncommunicating, recurrent parts. (The chain is cut into pieces, in effect.) This is a nonergodic system for which the concepts of entropy and divergence rate lose their meaning. Together with the bound $\tau \leq \tau_{\text{max}}$, this suggests that low-entropy simplifications may not always be attainable.

6.2 Simplifying a Meteorological Model

To illustrate how MERS always yields an ergodic and connected model, whereas other simplifications may not, we consider a small Markov chain based on cloud-coverage data. Specifically, we extracted the percent opaque cloud measurements of the Total Sky Imager fractional sky coverage datastream at the ARM Climate Research Facility Southern Great Plains (SGP) site, Central Facility, in Lamont, OK, (sgptsiskycoverC1.b1) recorded between 2000-07-02 and 2012-04-14. The measurement series were converted to daily cloud-cover averages and quantized to a scale of eighths $\{0, 1/8, 2/8, \ldots, 1\}$, whereafter a $9 \times 9$ first-order Markov chain transition matrix $\mathbf{A}$ was ML-estimated to describe the quantized data series. Due to some missing data, the final matrix was based on 4021 day pairs.

Figure 2 displays a heat map of the estimated transition matrix $\mathbf{A}$. This shows evidence of bimodal behavior, where either clear or overcast weather is likely to remain largely unchanged, while intermediate states are less common and less predictable. As we shall see, this presents problems for thresholding-based probability concentration.

The Markov process $\tilde{X}$ defined by the cloud-coverage transition matrix was simplified using the MERS formula (28). As seen in Figure 3, the simplifications for different $\alpha$ trace out a convex curve in $(H_\infty, D_\infty)$-space, similar to the rate-distortion function in lossy source coding.

3. The data can be requested online for free at [www.arm.gov](http://www.arm.gov).
Since MERS provides the optimal rate-divergence trade-off, performance below this curve is not possible. Both entropy and KL-divergence rate remain finite everywhere, as expected. At low $H_\infty$, the curve straightens out to a slope near negative unity, and any decrease in entropy immediately translates to an equivalent increase in relative entropy.

Figure 3 additionally shows the entropy-divergence combinations attainable by thresholding $A$. This simplification evolves in discrete steps in both $H_\infty$ and $D_\infty$ due to the discontinuous nature of the modification, and the achievable trade-offs are therefore drawn as nonconnected dots.

In agreement with theory, the entropy-divergence trade-offs from thresholding are inferior to the optimal curve traced out by MERS. Moreover, even though we have $\tau_{\text{max}} \approx 0.1763$, thresholding produces nonergodic, reducible models for $\tau$ exceeding 0.1370. At this point—marked by $\times$ in the figure—the thresholded Markov chain fractures into two distinct, recurrent connected components, comprised of states $\{0, 1/4, 3/4\}$ and $\{7/8\}$, respectively. The idea of a single, well-defined entropy (or divergence) rate then loses its meaning, as does the rate-divergence graph. It follows that low-rate simplifications are not possible through thresholding for the cloud-cover process.

### 6.3 Simplifying a Text Model

Next, we investigated a much larger Markov model for character-level text synthesis. Inspired by the application in [42], an initial Markov chain was trained on a four-gram representation of the King James version of the old testament. This is equivalent to a fourth-order character-level Markov chain. The source text was pre-processed by removing verse numbers and converting to lower case, including new lines, were converted to single spaces while all sequences of punctuation, digits, and other non-alphabet characters were converted to single dots. The resulting text contained $3 190 276$ samples from $24 309$ distinct four-grams, and the trained $A$-matrix had $77 253$ nonzero entries.

The fourth-order Bible text model was simplified using MERS and thresholding. Again, thresholding is incapable of low-entropy simplification, as $\tau$ is constrained by $\tau_{\text{max}}$. In this case, $\tau_{\text{max}} \approx 0.1092$, reaching $H_\infty (X (\tau_{\text{max}})) \approx 0.33$, while MERS can run until $H_\infty (X) \approx 0.19 (a \approx 1.95)$ before the general-purpose Matlab eigs-command begins to experience numerical difficulties with correctly identifying the leading eigenvector.

To investigate the nature and behavior of the two studied probability concentration schemes, it is instructive to generate text from the models they produce. Table I shows text strings sampled independently from simplified models over the entire range of entropy rates given above. Samples are quite similar between the two simplification methods, exhibiting classic Markov chain nonsense-text behavior at high rates, but turning increasingly repetitive and predictable as the rate decreases. For both schemes, the simplified samples
arguably appear more characteristic of the training text. At low rates, they resemble a cartoon version of the Bible. Simple samples also tend to contain fewer illegal word constructions, suggesting that these models make fewer errors.

### 6.4 Denoising a Speech Grammar

For our final example, we consider using MERS or thresholding to remove disturbances from a corrupted Markov grammar. The grammar was based on a subset of the matrix-type sentences from the Swedish infant-directed speech corpus in [43], composed of 21 word tokens and a pause marker. Two data sequences of \(10^7\) symbols were generated by i.i.d. random sampling from this bag of sentences. One sequence was additionally corrupted by a moderate amount of random speech errors such as partial sentences, corrected, repeated, or omitted words, along with disfluencies such as filled pauses (particularly at sentence positions with high branching factors), marked by an additional token. Second-order Markov chains \(X^*\) and \(\bar{X}\) were then fitted to the clean and the disturbed data, respectively, using maximum likelihood. For \(\bar{X}\) this gave a \(458 \times 458\) \(A\)-matrix containing 5,550 nonzero elements, about half the maximum possible. (The size of \(A\) was determined by the fact that only 458 out of the \(2^{22} = 484\) conceivable token bigrams appeared in the sampled data.) \(X^*\), in contrast, was behaviorally very sparse, and had only 135 nonzero transition matrix elements on rows corresponding to positive-probability bigrams.

The Markov chain \(\bar{X}\), representing the noisy observed process, was subsequently simplified using the MERS formula (28), or by thresholding. The resulting entropy-divergence trade-offs are graphed in Figure 4. We will write \(X(R)\) for the optimal solution at a given entropy rate, \(H_\infty(X(R)) = R\). As before, limits on \(\tau\) prevent thresholding from producing low-rate simplifications, while MERS can go further, reaching \(\alpha = 46\) before our eigens-based implementation becomes unreliable.

As described earlier, we anticipate that simplification will preferably eliminate uncommon and likely erroneous behavior, thus reducing the number of errors (noise) in the model. In our case, we wish to come closer to the clean matrix grammar of the original sentences. Since this is a synthetic example, we can compute this similarity by comparing our denoised model to \(X^*\), the best Markov chain fit to the clean data.

First, we assess denoising performance using an objective measure, by computing the standard KL-divergence rate between the reference process \(X^*\) and the denoised approximations \(X\) (MERS) and \(X'\) (thresholding). As seen in Figure 5, MERS is capable of recovering an improved model closer to the underlying grammar for a range of divergences. The minimum KL-divergence rate \(D_\infty(X^* \mid|| X(R)) \approx 0.097\) nats occurs around \(R \approx 0.94\), and is less than half the distortion present in the original \(\bar{X}\). Since MERS does not eliminate transitions entirely, it has finite divergence rate everywhere.

The thresholding scheme initially performs almost as well as MERS for denoising. However, when \(\tau\) exceeds 0.064 (marked by an \(\times\) in Figure 5), thresholding eliminates a transition in \(A\) that also occurs in the uncorrupted grammar \(A^*\). This oversimplifies \(X\) to such an extent that constructions which are perfectly legal within the reference grammar are rejected as impossible, and leads to an infinite KL-divergence rate for all thresholded simplifications beyond this point. Thresholding therefore cannot reach the same objective denoising performance as MERS.

Next, we consider the simplified output itself. As illustrated in Table 2, there are clear improvements also in subjective output quality. The table demonstrates that both the underlying grammar and the disturbed conversational speech processes can be well represented by second-order

---

**Figure 4.** Entropy-divergence trade-offs for the speech grammar.

**Figure 5.** Denoising performance for the speech grammar. A circle marks the optimum.

---

4. The table provides a word-by-word English translation of the original Swedish text. Underscores identify particle-based constructions where Swedish instead uses a single word token with a suffix, e.g., “the book” being “boken” in Swedish. The same table in the original Swedish can be found in Appendix C.
Markov chains. The errors (shown in red with wavy underline) in the conversational data and the model $\tilde{X}$ derived from it are obvious and pervasive. Samples from denoised models minimizing $D_{\infty}(X^* \| X(R))$ show noticeable improvements, displaying good variety while making significantly fewer mistakes. The simplified process $\tilde{X}$ at low rate contains virtually no errors and is highly consistent, as it only generates sentences from a small subset of the original corpus with any appreciable probability.

It can be noted that the subjective difference between the two optimally denoised samples is small. In general, the fact that thresholding may disallow some legal constructions is seldom apparent in random output (it is easier to notice a presence than an absence), but can be of importance in other uses of the denoised grammar, such as compressing clean text. As always, which approach is preferable is likely to depend on the intended application and its associated constraints.

Finally, we visualize the effects of simplification on the transition matrix $\tilde{A}$. Figure 6 illustrates how the elements of the transition matrix evolve with increasing degree of simplification, for MERS and thresholding. Under thresholding, matrix entries can only increase, prior to the point where they are removed entirely. Due to how elements are ordered in the plot, this cut-off point, drawn as a vertical drop in element magnitude, moves from right to left in the figure. MERS, in contrast, takes matrix elements to a positive thresholding, which generally decreases element magnitude and corresponds to a uniform vertical scaling in the logarithmic power $\alpha$, which generally decreases element magnitude and corresponds to a uniform vertical scaling in the logarithmic plot $6a$, effectively increasing the slope of the graph. Normalization, in turn, roughly translates the graph upwards a small amount. The largest matrix elements therefore exhibit increased magnitude, while others elements decrease, consistent with probability concentration.

7 Conclusions and Future Work

We have presented MERS, minimum entropy rate simplification for stochastic processes. This is an information-
theoretic framework for tunable model simplification by concentrating the probability mass on the most representative behaviors. MERS is useful as post-processing for generative models, increasing quality and consistency in synthesis and sampling applications, as demonstrated in the experiments. The independence of unitary transformations of divergence-based MERS sets it apart from sparsity-based model simplification schemes such as [4] (which additionally is limited to i.i.d. processes).

MERS is closely related to a view that data is generated by a low-entropy underlying process $X^*$, but subsequently influenced by a limited amount of unspecified disturbances to form the observed process $\tilde{X}$. The framework can thus be considered both as a broad simplification principle, and as nonparametric denoising of stochastic process models.

We see room for future work in both theory and applications. Markov chains and Gaussian processes are highly common practical models, and there may be many situations where an information-theoretic diversity reduction technique is useful. On the theory side, it would be interesting to explore MERS solutions for additional model classes, dissimilarity measures (cf. [25]), and even generalized entropy rate concepts [44]. For the case of HMMs, one may consider performing approximate MERS by minimizing a suitable approximation or bound on the entropy rate, or by applying MERS to the underlying Markov chain of the HMM. Further connections with rate-distortion theory may also be worthy of investigation.
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