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ABSTRACT
In this paper we present a novel approach for detecting early signs for the stuck events in drilling using Deep Learning. Specifically, we adapt neural network based unsupervised learning tool called Autoencoder for anticipating the ‘stuck’ events during the drilling process. We build Autoencoders on Recurrent Neural Networks (RNNs) to model the normal drilling activity, thereby detecting the stuck incidents as anomalous activity. We conduct experiments on the actual drilling data collected from 30 field wells operated by multiple drilling sources with diverse well profiles and demonstrate that our approach obtains promising results for the stuck sign detection. Furthermore towards explaining the trained model’s prediction, we present reconstruction analysis on the individual drilling parameters.

1. Introduction
Stuck pipe is one of the important issues faced by the drilling industry and results in significant financial and time loss during the drilling for companies and in some cases even leads to eventual desertion of the borehole. Various industry reports (e.g. Muqeem et al. (2012), Shadizadeh et al. (2010), Siruvuri et al. (2006), Elmousalami et al. (2020), etc.) estimate that the costs caused by the stuck pipes may exceed several hundred million US dollars. In addition, according to the same sources, stuck pipe cases account for 25% of NPT (Non Productive Time) which translates to a cost of about 2 rig years annually. Hence, it is of great interest to develop systems for their early detection and enable engineers to avoid such cases.

Conventionally, predicting anomaly events in drilling operation such as stuck pipe is based on alerts generated when data indicates deviation between the measured value and predicted value (e.g. Salminen et al. (2017)). However, majorly, the accuracy of predicted value is often low, and this raises many false alarms. Several researches have utilized machine learning approaches to address the drilling related problem. Here we briefly discuss the existing works and motivate the necessity for the proposed approach.

Jahanbakhshi et al. (2012) developed a support vector machine (SVM) based approach for predicting a differential stuck. Also, Heinze et al. (2012), Zhu et al. (2019) and Alshaikh et al. (2019) developed data-driven supervised models to detect stuck incident based on Decision Tree (DT), Artificial Neural Network (ANN), and Support Vector Machine (SVM) using the surface drilling parameters.

Tripathi et al. (2020) presented a hierarchical approach that consists of Fuzzy Rule Based and Random Forest classifier to identify drilling activities. General drawback of Fuzzy logic methods is that (Godil et al. (2011)) it is tedious to develop the required fuzzy rules and the membership functions. Further, the outputs of such systems can be interpreted in multiple ways making the analysis difficult. Ramba et al. (2020) developed a methodology to estimate and monitor the hookload for improving the drilling performance. However, their mathematical model relies on a
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single parameter to detect complex anomalies leaving out crucial parameters such as torque, SPP, ROP, etc. from the analysis. Given the diverse nature of the drilling problems, these systems are expected to capture the complex correlations that exist among the drilling parameters (time series drilling data).

Recently Machine Learning (ML) has witnessed a giant leap in several challenging Artificial Intelligence (AI) problems including automatic scene understanding (Krizhevsky et al. (2012)), speech processing (Van den Oord et al. (2016)), and natural language processing (Young et al. (2018)). Particularly, advances in Deep Learning or Deep Neural Networks (DNNs) research, have drastically reduced the gap between the performance of the machines and that of humans in some of these tasks. These ML tools have been swiftly adapted to other branches of science such as astrophysics (e.g. Allen et al. (2019)), fluid dynamics (e.g. Lye et al. (2020)), etc.

In this paper we adapt some of these advancements for the first time to the stuck pipe early detection problem. Drilling data is heavily imbalanced with volumes of data collected during normal activity and very little during the stuck activity (stuck events are rare and diverse). This poses a severe challenge for learning intelligent systems in a supervised machine learning context and leads to incorrectly fit models that do not generalize well (refer to section 5 and Table 4). In addition, for early sign detection for stuck pipes, critical concern is that there is lack of an exact sign of stuck before it occurs, which makes it difficult for supervised modelling of the problem. Analysing the drilling data for detecting early signs for stuck scenarios need to understand the composite correlations among the drilling parameters. In general, the existing data driven methods towards the stuck analysis (e.g. Agwu et al. (2018), and Magana-Mora et al. (2019)) do not effectively learn on the long time series drilling data and often suffer from the extreme imbalance in the drilling data and limited modelling capacity (e.g. shallow neural networks by Lind et al. (2014)). This motivates us to consider the tools that can handle the data imbalance and long-term relations in the data. Therefore, in this paper, we frame the problem of early predicting the stuck condition in the drilling process as an unsupervised machine learning problem and employ deep neural networks to solve it. We utilize the LSTM-AE (Long Short Term Memory - Autoencoder) model because, (i) LSTM is a kind of artificial neural network that can capture the long-term dependencies present in the multi-dimensional input and hence is ideal to learn from the time series drilling data, (ii) Autoencoder is an unsupervised learning technique that can learn from a single class data (e.g. measured during the normal operation only).

2. Overview of Machine Learning Methods

In this section we briefly introduce the Autoencoder and LSTM concepts to the readers before presenting the details of the proposed method in the later sections.

**Autoencoder (AE) Bourlard et al. (1988)** is an example for Feed-forward Neural Network trained in unsupervised fashion. In particular, this neural network contains two parts, an encoder (E) that encodes the input into a lower dimensional representation, a decoder (D) that reconstructs the input by taking the decoder’s output as input. This process can be seen as a compressing operation followed by a decompression. The goal in using Autoencoder is to model the data so that it can extract the salient properties of input into a small compressed representation which is sufficient to reconstruct the input back from it. The compressed representation is generally referred to as the ‘encoding’ or ‘encoded feature’ and the decompressed representation as the ‘reconstructed input’. Figure 1a shows a simple two layer Autoencoder. Note that it operates on 6 dimensional input (x) and encodes into a 3 dimensional feature, from which the input is reconstructed back (\(\hat{x}\)). The parameters of the Autoencoder (\(\theta\)) (weights connecting the layers) are learned by minimizing a sum of Euclidean \((l_2)\) distances between the input \(x\) and the reconstructed input \(\hat{x}\) over a training set with \(N\) samples:

\[
\arg\min_{\theta} L = \sum_{i=1}^{N} \|x^i - \hat{x}^i\|_2^2
\]  

where \(\hat{x}^i = D(E(x^i))\). In other words, via learning, we attempt to find the optimal weights that minimize the reconstruction loss over the training data. Note that, since this is an unsupervised technique, the label \((y)\) is not involved, but only the data samples are sufficient for learning about the data.

**Long Short Term Memory (LSTM)** (Hochreiter et al. (1997); Greff et al. (2016)) is an example RNN commonly used for modeling sequential data in Natural Language Processing (e.g. Sutskever et al. (2014)), Speech Processing (e.g. Sak et al. (2014)) and Computer Vision (e.g. Graves et al. (2008)) applications. It can encode sequential...
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Figure 1: Illustrations of a simple Autoencoder and an LSTM cell.

(a) A simple 2-layer Autoencoder model.
(b) Internals of an LSTM cell. (Color should be used for better visualization of the graphics.)

data by capturing long term dependencies in it. For instance it can be used to read a piece of text (e.g. product review) and encode it into a feature representation without losing the references from the start of the text till the end.

LSTM is equipped with a cell state and a mechanism called gates which can regulate the information flow and learn which data in the sequence is more important to retain and less important to throw away. One can think of the cell state as the memory of the network that carries relevant information during the processing. The cell state can be considered as a pathway that transfers relative information all the way down the input sequence. It is referred to as the memory of the model. Therefore information from even the earlier time steps can be carried to later time steps thereby reducing the effects of short-term memory. Information gets either accumulated to or removed from the cell state via the arrangements known as gates. Gates are different neural network arrangements that determine (via learning) what information is allowed on the cell state and what not. By doing so, LSTM can pass the required information down the long sequences to make accurate predictions.

As illustrated in Figure (1b), LSTM has three gates. The forget gate decides what information needs to be thrown away. Information from the previous hidden state and current input is combined via concatenation (stacking one vector on top of another) and passed through a sigmoid function ($S(x) = \frac{1}{1+e^{-x}}$). This nonlinear activation function squashes the information between 0 and 1, closer to 0 means forgetting and closer to 1 means retaining. Input gate updates the cell state with the current information from the sequential input. Current input and the previous hidden state are passed through a tanh function ($T(x) = \frac{e^x - e^{-x}}{e^x + e^{-x}}$) to squash between $-1$ and $1$. Then this output is multiplied with the sigmoid output which determines which information is important to retain. At this point, the cell state is ready to be updated. Previous cell state gets point-wise multiplied with the forget gate output (for dropping some information) and the output of the input gets point-wise added (for updating with the current input). Finally, the output gate decides what the next hidden state should be. Hidden state contains information from the previous inputs and is used for predictions. Previous hidden state and the current input are passed through a sigmoid before multiplying with the updated cell state which is tanh squashed. Output is the new hidden state. This along with the updated cell state are carried over to the next time instant. In summary the LSTM operation can be captured by the following control flow.

- First, the previous hidden state is concatenated with the current input. Let us refer to it as the combined signal.
- Combined signal is passed through the forget layer for removing non-relevant information.
- A prospect layer is created from the combined signal which holds the possible values to be passed onto the cell state via addition.
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<table>
<thead>
<tr>
<th>Agency 1</th>
<th>Agency 2</th>
<th>Agency 3</th>
</tr>
</thead>
<tbody>
<tr>
<td># wells</td>
<td>34</td>
<td>5</td>
</tr>
<tr>
<td># stuck events</td>
<td>43</td>
<td>1</td>
</tr>
<tr>
<td>Drill length (days)</td>
<td>3382</td>
<td>305</td>
</tr>
<tr>
<td>Drill site location</td>
<td>Onshore</td>
<td>Onshore</td>
</tr>
</tbody>
</table>

Table 1
Basic information about the drilling data analyzed in this paper.

<table>
<thead>
<tr>
<th>S No.</th>
<th>Property</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>TD_spd</td>
<td>Top drive speed</td>
</tr>
<tr>
<td>2</td>
<td>TD_trq</td>
<td>Top drive torque</td>
</tr>
<tr>
<td>3</td>
<td>ROP_avg</td>
<td>Average rate of penetration</td>
</tr>
<tr>
<td>4</td>
<td>Bit_Depth</td>
<td>Depth at which the bit is present</td>
</tr>
<tr>
<td>5</td>
<td>TotDepth</td>
<td>Total depth of the well</td>
</tr>
<tr>
<td>6</td>
<td>Hookheight</td>
<td>Height at which the hook is present</td>
</tr>
<tr>
<td>7</td>
<td>HookLoad</td>
<td>Load on the hook</td>
</tr>
<tr>
<td>8</td>
<td>WOB</td>
<td>Weight on the bit</td>
</tr>
<tr>
<td>9</td>
<td>MRetFlow</td>
<td>Rate at which the mud flow returns</td>
</tr>
<tr>
<td>10</td>
<td>SPP_press</td>
<td>Stand pipe pressure</td>
</tr>
<tr>
<td>11</td>
<td>MPP_SPM 1</td>
<td>Strokes per minute of Multi phase pump-1</td>
</tr>
<tr>
<td>12</td>
<td>MPP_SPM2</td>
<td>Strokes per minute of Multi phase pump-2</td>
</tr>
<tr>
<td>13</td>
<td>FlowIn</td>
<td>Flow rate from mud pumps into the well</td>
</tr>
</tbody>
</table>

Table 2
Description of the drilling properties considered by the proposed method.

- Combined signal is also fed into the input layer. This layer is intended to decide what information from the prospect should be supplied to the new cell state.
- After computing the forget layer, prospect layer, and the input layer, the cell state is computed using these vectors along with the previous cell state.
- Next, the output is computed from the combined signal.
- Pointwise multiplying this output with the new cell state (computed in the 5th item in this list) gives rise to the new hidden state. This gets passed onto the next time instance as previous hidden state.

Since the drilling dataset contain sequences of drilling measurements recorded over time, LSTM is an excellent tool for modelling the sequential drilling data.

3. Dataset Details

3.1. Data Description

In this paper, we train and evaluate our models on real-world drilling data collected by multiple drilling agencies from multiple drilling wells. Our drilling data consists of several physical properties recorded during the drilling process over time with a resolution of 4 seconds. Table 2 lists the properties considered by the proposed method. Table 1 presents more details about our data including the number of wells, stuck events, drill lengths and site location. Note that we use anonymous names for the agencies and the exact parameters used in this paper. Our data has variety in terms of the formations (geographical variation), sensors used for measurement and other operational conditions. The hole size varies from 6 to 36 inches. Data has been collected using both steerable and rotary steerable systems. Also, various well profiles (vertical, horizontal, and inclined wells) have contributed to the collected data. Depending upon the drilling site (onshore versus offshore) and the agency, list of the recorded properties vary slightly across the three agencies. Therefore, we train the models with a subset of these properties that are common across all the agencies (for smoother cross verification of the models). Along with these drilling properties, the status of drilling process is also recorded to as either ‘normal operation’ or ‘recovery action’. In typical Machine Learning terminology, the properties
are referred to as the ‘input’ \((x)\), the status as ‘target or label or class’ \((y)\) and the tuple \((x, y)\) is referred to as a data sample.

### 3.2. Data Pre-processing

Raw drilling data is pre-processed before training the models. First step is to adjust missing sensor data and fixing apparent errors in the recording. Drilling engineers from the corresponding agencies and academic experts provided the dynamic ranges of the drilling properties for correcting the apparent data errors. Based on this advice, we limit the noisy sensor readings to the specified range.

Similar to any machine learning problem, drilling data is divided into training and testing portions which are non-overlapping. We denote the training data as \(N\) sequences \(X^1, \ldots, X^N\). Since these sequences are very long (several days), each training sequence is divided into smaller portions using a sliding window (e.g. 1 hour each as shown in Figure 3). This facilitates easy processing and with overlapping division we can create more training data. Hence, each sequence \(X^i = \{x_1, x_2, \ldots, x_T\}\) contains \(T\) measurements, each measurement \(x_i\) is \(d\) dimensional, where \(d\) is the number of drilling parameters considered for processing. Specifically, we considered dividing the long sequences into 10 minute long portions, which results in 10 minutes \(\times\) 15 measurements per minute, a total of 150 measurements (since the parameters are recorded every 4 seconds). Each measurement is a vector of 13 \((d)\) drilling parameters, hence each portion is 150 \(\times\) 13 dimensional real valued tensor. We collect such 10 minute long portions from all the training drilling sequences which form the training data for the proposed LSTM-AE model.

After that, we perform data normalization. Specifically, we perform min-max normalization (Juszczak et al. (2000)) where in we map the dynamic range of each drilling parameter linearly to \([0, 1]\) range. We have to perform similar data preparation and processing during the testing process.

![Figure 2: Data annotation](image)

Figure 2: Data annotation: Instance of a drilling data (Hook Load) is shown with the ‘stuck’ portions highlighted in light red color. Note that, since the proposed model (LSTM-AE) is an unsupervised deep learning technique, only the normal data portions (shown in dotted black boxes) are used for training.

### 4. Materials and Methods

In this section we detail the proposed method, Autoencoder model for early sign detection for stuck events in the drilling process.

#### 4.1. Learning Model Selection

The drilling data (Table 1) has a vast majority of ‘normal’ activity where no stuck events occur. Compared to this ‘normal’ portion, ‘stuck’ portion is very small. This extreme class-imbalance (between ‘normal’ and ‘stuck’ data) makes the supervised learning methods unsuitable (Please refer to section 5 for their performance), because even an unsophisticated model that simply classifies every input as ‘normal’ also achieves high training accuracy. Supervised...
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models typically require the training data to be free of strong class imbalance to learn. Therefore, we work with unsupervised learning tools, particularly the Autoencoders. As introduced in section 2, they attempt to learn data behaviour via reconstruction. Our idea is to train an Autoencoder that learns the behaviour of the ‘normal’ drilling activity. When an abnormal data related to the ‘stuck’ event occurs, since such data is not presented to the model, it rises an alarm about the abnormality. Further, in order to read the early signs of stuck, the system should be able to read the complex long-term relations among the drilling parameters, which is achieved in our method via using the LSTMs.

**Input and Output:** Autoencoders take the input data ($X$) and first they encode it into a compact representation known as encoding. Then, they decode it into the size of the input for recovering the original data (represented as $\hat{X}$). Parts of the autoencoder that are responsible for these steps are known as Encoder and Decoder respectively.

Since the proposed LSTM-AE accepts a time series data of the drilling parameters over 10 minutes. Since the drilling data is collected 15 times every minute (i.e. sampling interval of 4 seconds), the input consists of $10 \times 15 = 150$ continuous recordings of the drilling parameters. In all our experiments we used values of 13 such parameters which make the input to be a matrix of $150 \times 13$ dimensions. Note that each row represents the values of the drilling parameters recorded at one time instance. This makes the output of the LSTM-AE (which is the reconstructed version of the input) also of the same size. Once the data is reconstructed, our method computes the reconstruction error $(X - \hat{X})^2$ (as mentioned in equations 1 and 4). This error is expected to be more for the data that has the signs of stuck than for the data denoting the normal operation.

**4.2. Label Refinement**

The drilling data has ‘normal’ and ‘recovery’ annotations. Since the Autoencoder models are learned to capture the ‘normal’ behaviour, we train them with the ‘normal’ data. For instance, Figure 2 shows a portion of labelled drilling parameter (Hook Load) with associated labels. ‘Stuck’ portions (based on the ‘recovery’ event reported from DDR) are shaded with light red color and the rest is ‘normal’ operation. Leaving a safe portion near the ‘stuck’ portions, the rest of the ‘normal’ portion is used for training our Autoencoders. These portions are indicated with dotted rectangles in the Figure. While the ‘normal’ portion just before the stuck region is used for evaluating the models for early sign detection on the subsequent stuck events. In other words, we refine the data labeling to match the task of early prediction as followed:

(i) Normal operation: signal recorded when the normal drilling action is being performed.
(ii) Stuck occurrence: signal recorded at time ‘t’ when we know that there is recovery action during $[t, t + T_r]$.

**4.3. Training**

The principle in the proposed framework is to train an LSTM Autoencoder (LSTM-AE) model to reconstruct the drilling (parameters) data from the normal operation. One can use vanilla Autoencoder for non-sequential data but since we have sequential data and want to perform unsupervised learning, we propose to use LSTM Autoencoder to model the drilling data. It is inspired from the encoder-decoder based language translation model by Sutskever et al. (2014). As shown in the Figure 3, our LSTM Autoencoder model has an encoder LSTM (shown in blue) and a decoder LSTM (shown in green). Encoder LSTM encodes the 1 hour long portions of the sequential multivariate input into a hidden state feature representation (e.g. 128 dimensional vector). This can be represented by the following equation

$$h^i = \text{LSTM}_E(\{x^i_1, \ldots, x^i_T\}; \theta_E) \in \mathbb{R}^D$$

(2)

From these encoded feature representations decoder attempts to reconstruct the original input, thereby realizing the function of an Autoencoder. This operation, known as decoding (or reconstruction) is represented as follows

$$\{\hat{x}^i_1, \ldots, \hat{x}^i_T\} = \text{LSTM}_D(h^i; \theta_D)$$

(3)

The learnable parameters of the autoencoder ($\theta_E, \theta_D$) are learned via minimizing the reconstruction loss shown below

$$\arg \min_{\theta_E, \theta_D} \sum_{i=1}^{N} \left\| X^i - \hat{X}^i \right\|^2$$

(4)
Memory element present in the LSTM’s construction is responsible for sequence to vector transformation (encoding) and vice versa (decoding). Note that the encoder-decoder pair operates continuously on the input in an overlapping sliding-window fashion as shown in Figure 3. It can be loosely thought of as a probe sliding on the training data processing overlapping chunks of it from left to right.

Aim of the proposed method is to detect the stuck related anomalies ahead of their occurrence. However, one can easily notice that the method attempts to reconstruct the current sample $X_t$ at time $t$. We assume (and also observe) that the reconstruction error starts to grow before the actual stuck event. Hence the reconstruction error slightly ahead of the stuck event is a reliable evidence to early predict the stuck.

Figure 3: Overview of the proposed LSTM-AE model in action for early predicting the stuck events. Multivariate drilling data is processed in a sliding window fashion to encode and decode. When the decoding (reconstruction) fails, the system raises an alarm indicating anomalous activity (stuck). Note that color should be used for better visualization of the graphics.

LSTM-AE is an unsupervised Deep Learning tool that can learn patterns in the data via reconstruction. Hence, we train it on only the annotated ‘normal’ operation of the train split and test on both operations from other splits. Splits mean the non-overlapping partitions of the data divided for training and testing purposes. This enables to capture the generalizability of the trained model. Training involves learning the weights of the LSTM Autoencoder via iteratively minimizing a loss function similar to Equation 1 and updating the weights (parameters) connecting the network layers.

In our experiments, we processed the drilling data in clips of 10 minutes (sequence length). Our Encoder (E) and Decoder (D) are a single layer LSTMs as shown in Figure 3 and we used an encoding length of $128D$ and a ReLU nonlinearity. We follow a mini-batch stochastic gradient descent (SGD) optimizer with batch size of 50, momentum of 0.9 for computing the gradient of the loss function and update the network parameters. We observed that the training typically requires $50 \sim 90$ epochs with an initial learning rate of 0.01 and step-wise decaying (division by 10) it after every $20 \sim 30$ epochs.

4.4. Inference

Once the LSTM-AE is trained using the training data, next step is to evaluate its performance on the test split. It is generally referred to as ‘inference’ or ‘testing’. Inference using the trained LSTM-AE model is different from the typical supervised classifiers trained on both the class labels. In this case, the model does not predict the labels directly, instead it attempts to reconstruct the input signal and outputs the reconstruction error. Based on the fidelity of the reconstruction, the label should be inferred. In other words, the reconstruction loss (which is not restricted to be
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<table>
<thead>
<tr>
<th>Target</th>
<th>Prediction</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Negative</td>
<td>Positive</td>
</tr>
<tr>
<td>Negative</td>
<td>True Negative (TN)</td>
<td>False Positive (FP)</td>
</tr>
<tr>
<td>Positive</td>
<td>False Negative (FN)</td>
<td>True Positive (TP)</td>
</tr>
</tbody>
</table>

Table 3
Confusion matrix for a classification problem.

In [0, 1) also works as the anomaly score output by the model based on which the inference could be derived. If the input drilling parameters are from ‘normal’ operation, then the reconstruction error is expected to be very small. On the other hand, if the input drilling data is fed from just before the ‘stuck’ occurrence, the model is expected to output a large reconstruction error indicating a poor reconstruction of the input.

4.5. Evaluation Metric

As described above, we use reconstruction error as anomaly score. As the error signal is continuous but not a hard decision based on a threshold, one has to compute the separability of these scores for normal and stuck samples.

Table 3 shows the confusion matrix (Powers et al. (2007)) that presents various types of prediction possibilities for a binary classification scenario. For instance, a True Positive (TP) prediction means that a positive sample correctly classified by the model, and a False Negative (FN) prediction means that a positive sample wrongly classified as negative by the model. Performance characteristics (metrics) of a model are derived from this confusion matrix. For instance, classification accuracy can be computed as follows

\[
\text{Accuracy} = \frac{TN + TP}{TN + FN + FP + TP}
\]  

Similarly, other important model characteristics can be obtained as follows

\[
\text{True Positive Rate (TPR or Recall)} = \frac{TP}{FN + TP}
\]

\[
\text{False Positive Rate (FPR)} = \frac{FP}{TN + FP}
\]

Note that these metrics depend on the classification threshold we decide for the anomaly scores. However, a fixed threshold gives limited understanding of the model’s performance. Instead, it is a common practice to aggregate model’s performance at different thresholds via metrics such as Area Under the Curve (AuC) and Average Precision (AP) (Powers et al. (2007)). For instance, Area under the Curve (AuC) is computed as the area under the TPR vs FPR curve drawn by varying the classification threshold from minimum to maximum value. The idea behind AuC is to evaluate model’s ability to correctly identify the True Positives as we reduce the False Positives by varying the threshold.

AuC of a classifier is equivalent to the probability that the classifier will rank a randomly chosen positive instance higher than a randomly chosen negative instance. For the application of anomaly detection, it practically means that if we randomly pick a ‘normal’ and an ‘anomaly (stuck)’ signal from our test set, the ‘anomaly’ one will have a higher score with a probability equal to the AuC. Higher values of AuC are required to be delivered by the deployed system, since we want to make sure that abnormal (stuck) events get highlighted with an anomaly score larger than that of normal events. The AuC value lies in [0, 1]. An AuC of 1 indicates an ideal anomaly detector that perfectly separates the two classes (‘normal’ and ‘anomaly’ events). If the AuC is below 1, that means that some ‘normal’ events have larger scores (or reconstruction loss) than some of the ‘stuck’ ones.

5. Results

In this section we present our experimental analysis. As noticed from Table 1, data from Agency-1 has the most number of stuck cases. Hence, we focus our analysis mainly on the data from this agency. The data from this agency is divided into 4 splits (A, B, C and D) and cross validation is performed. This means, model is trained on one of the
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Table 4
Performance of the proposed LSTM-AE model for early sign detection in terms of AuC. Table presents cross validation on different splits of Agency-1’s drilling data obtained by the proposed (LSTM-AE) method and the well-known supervised approaches SVM, and Random Forest respectively. Note that split D has no stuck events and hence is omitted from testing. However since the proposed method is unsupervised, we can train the LSTM-AE on it. Further, note that the AuC performance of supervised method using 1D-CNNs is 0.53, the crude baselines of predicting same category for every input and predicting a random probability for stuck are both 0.5. Best results for each test set (sub-column) is shown in bold. Although the supervised setting achieves best performance on the training data (diagonal elements in each method), they fail to generalize well (except one instance) onto the held out data (test set). This can be observed looking at the non-diagonal numbers in each classifier column.

<table>
<thead>
<tr>
<th>Train on</th>
<th>Test on (LSTM-AE)</th>
<th>Test on (SVM)</th>
<th>Test on (Random Forest)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1-C</td>
<td>0.6</td>
<td>0.67</td>
<td>0.84</td>
</tr>
<tr>
<td>A1-B</td>
<td>0.67</td>
<td>0.6</td>
<td>0.84</td>
</tr>
<tr>
<td>A1-A</td>
<td>0.72</td>
<td>0.66</td>
<td>0.85</td>
</tr>
</tbody>
</table>

Table 5
Performance (in terms of AuC) of our LSTM-AE model trained on data from Agency-2 when tested on different splits of Agency-1 data. Note that split D has no stuck events.

<table>
<thead>
<tr>
<th>Train on</th>
<th>Test on</th>
</tr>
</thead>
<tbody>
<tr>
<td>A2</td>
<td>0.6</td>
</tr>
</tbody>
</table>

In all these experiments, we infer about the ‘Stuck’ events that occur [0, 6] minutes in the future of the currently processed clip. In other words, $T_r$ is 6 minutes and the models are evaluated to predict the stuck cases that occur anytime between now and 6 minutes from now. Table 4 shows the AuC computed on the train and test splits. We can observe that in majority of the cases, our models exhibit excellent detection. In some cases, the models achieve high AuC value of 0.85.

In order to compare the proposed unsupervised approach, we also trained supervised classifiers: Support Vector Machine (SVM), Random Forest, and a 3 layer Convolutional Neural Network (CNN) trained on the same input features (vector of 13 dimensions) as the LSTM-AE. While learning with supervision, in case of data imbalance, there are two strategies typically followed, (i) undersampling, and (ii) oversampling. Undersampling refers to discarding the samples of the majority class samples thereby achieving the balance between the two classes. This process may remove samples that are useful, often critical to learn a robust classification boundary. On the other hand, oversampling involves duplicating minority class samples and adding to the training data in order to improve the balance. Since it uses all the data and balances the number of samples from both the classes, we followed oversampling in our supervised experiments.

Further, we evaluated the proposed approach against a couple of unsophisticated baselines. First is classifying every input to one (or other) of the two categories, called All 1/0 classifier. Second is randomly assigning a uniform probability in [0, 1] range for the input to be stuck. From Table 4 one can notice that SVM and Random Forest methods achieve the best performance on the training data (i.e, trained and tested on the same subset; diagonal elements of the last 3 rows in each classification method). However, they fail to generalize well onto the held out data (test set). This can be observed looking at the non-diagonal numbers in each classifier column. It demonstrates that in cases where the training data is heavily imbalanced, supervised techniques are prone to overfitting to the training data and because of which they may fail to generalize well onto the unseen test data. On the other hand, unsupervised techniques are less prone to such risk. This clearly highlights the necessity of a sophisticated unsupervised technique such as the proposed framework.
We have also conducted a generalization experiment across the agencies. We have trained an LSTM-AE model on the data from Agency-2 and evaluated on the splits of Agency-1. Table 5 presents the AuC performance of such a model. It is clear that the model’s performance is consistently above 0.6 and hence generalizes across these datasets. However, in some cases (such as Agency-3) we observed that the dynamic ranges of some of the drill properties have significant differences which may affect the models’ generalization ability to such datasets.

![Figure 4: Case study 1: Model successfully detects early signs of a ‘pack-off’ stuck event. Bottom panel shows the stuck risk (anomaly score or reconstruction error) predicted by the model while the rest of the panels show some of the parameters recorded during the drilling. (Color should be used for better visualization of the graphics.)](image)

6. Discussion

In this section we analyze the trained models in terms of reconstruction error computed from their output. It is very important for us to be able to interpret the learned AI models, failing to do so may lead to their acceptance just as black boxes. However, at this point in time, providing human-level interpretation for the Neural Network Models has not matured and is a very active ongoing research interest among the AI community.

With the help of drilling engineers from the corresponding agencies, we consider data instances from interesting (abnormal) periods of drilling in order to analyze the models. The aim of this analysis is to provide explanations for the model’s predictions and to extract meaningful interpretations. Our analysis revealed very interesting observations about the model’s operation. For instance, the model can identify the responsible properties which might have triggered the alarm. In other words, in case of a stuck event, apart from alerting ahead of its occurrence, our model can help the on-site drilling engineers with providing the drilling parameters to look at. Such information could be vital for the experts in order to quickly assess the situation and handle it effectively.

(i) Case Study 1: Figure 4 shows the drilling data collected by Agency-1 (test split C) and the real-time stuck risk prediction (reconstruction error or anomaly score) by the trained model (on train split D). The plot shows only a selected set of drilling parameters in the top panels and the stuck risk prediction in the bottom panel. One can observe that the regions that are labelled as ‘stuck’ are shaded in light red color. There are two stuck events in the plotted data. Our model outputs higher scores ahead of the stuck event occurrence, thereby successfully performing early sign detection. This portion of the data is labelled as ‘pack-off’ stuck by the experts during the drilling. Hence, this
Figure 5: Case study 2: Model identifies a ‘differential stuck’ event. However, it fails to respond ahead of the occurrence. Bottom panel shows the stuck risk output by the model, while the rest show some of the drilling parameters. Note that the stuck period is highlighted in light red color. (Color should be used for better visualization of the graphics.)

Case study is a successful detection of a pack-off stuck scenario by the trained model. A pack-off stuck means to plug the wellbore around the drill string. Small pieces of the formation settle around the drill string and pack off the annulus surrounding it. This may happen for a variety of reasons, however the most common being that either the drilling fluid is not properly fetching the resulting cuttings out of the annulus or portions of the wellbore wall collapse around the drill string.

We can observe that for the majority of the time, reconstruction loss to be very low during the normal operation till the first half of day 7. However, shortly before the recovery action (which is a response to the stuck scenario) in the second half of the day 7, reconstruction error output by our model clearly shows the signs of an anomaly. Bottom panel of the figure shows the reconstruction error. In this panel, the mean reconstruction error over the training data (normal) is shown in dotted red line. Note that even during testing, the reconstruction error for normal operation is very close to the mean training error, indicating better generalization of the model across the splits.

(ii) Case study 2: In this case (Figure 5) we demonstrate an instance where the model’s behaviour falls short of satisfactory. In this case, the model attempts to detect a ‘differential’ stuck labeled by the experts in the test split A. Differential stuck (Reid et al. (2000)) is a condition where the drill string cannot be moved along the axis of the wellbore. This typically occurs when high-contact forces caused by low reservoir pressures and/or high wellbore pressures are exerted over a sufficiently large area of the drill string.

One can observe that the recovery action is highlighted in light red and the bottom panel shows the reconstruction error output by the model. We can observe that the reconstruction error clearly shoots up during the stuck period, thereby indicating abnormality. However, the model doesn’t respond ahead of the stuck occurrence, which is desired. That way, the model is only partially successful in this case. Further, we notice that the reconstruction error is consistently more (even for the normal operation) than the mean reconstruction error computed on the train split (D) shown in the dotted red line.

6.1. Providing Explanations for Model’s Predictions

Here we analyze the model’s output in terms of its reconstruction error. This is one way for probing into it’s operation and seeking explanations for its predictions. For instance, at any point in time, we can identify the important
properties that majorly contribute to the reconstruction error (quantity computed in eq. 1 and 4). In other words, we can find the drilling properties that cause the model to fire when an ‘anomaly’ is encountered during the drilling.

Specifically, at every instant, the system reads the drilling parameters (13 variables) and attempts to reconstruct it. If it is successful in reconstructing with very small error, the system infers that the input is normal drilling data. However, if the reconstruction error is strikingly more, the system infers that the observed drilling data is abnormal or anomaly. This is when it alarms the drilling crew about a possible stuck scenario. The reconstruction loss is computed based on all the constituting drilling parameters. Each of them contributes to the total error differently. In case of a stuck scenario, it may be possible to understand more about the nature of the stuck if we know which of the drilling parameters are behaving abnormally. In other words, at that point in time which of them are strongly contributing to the reconstruction error.

We consider three specific ‘stuck’ cases in the test drilling data (split C) identified by the experts (two of which are discussed in the previous subsections): (i) pack-off, (ii) Bad-hole condition, and (iii) differential.

(a) Pack-off case: Here, we examine the drilling data labelled as an instance of ‘pack-off’ stuck scenario by the drilling experts. Note that this data is part of testing split C. We encode and decode the multivariate drilling data by sliding over it as shown in Figure 3. At every time instant (4 seconds) we computed the reconstruction error incurred
Figure 8: Analysis of the model’s prediction during a ‘Bad Hole Condition’, in terms of the reconstruction analysis. Stack plot of the individual reconstruction errors for the 13 drilling properties during the first 1 hour drilling duration extracted from split C. Note that the x-axis is the time and every unit measures seconds (sample interval). The learned model starts to predict continuously after the first 10 minutes (150 samples), therefore the indices span from 0 to $900 - 150 = 750$. (Color should be used for better visualization of the graphics.)

Figure 9: Analysis of the model’s prediction during a ‘Bad Hole Condition’, in terms of the reconstruction analysis. Stack plot of the individual reconstruction errors for the 13 drilling properties during the second 1 hour drilling duration extracted from split C. Note that the x-axis is the time and every unit measures seconds (sample interval). The learned model starts to predict continuously after the first 10 minutes (150 samples), therefore the indices span from 0 to $900 - 150 = 750$. (Color should be used for better visualization of the graphics.)

by the individual properties (13 in total). Figures 6 and 7 show these individual error contributions as stack plots for two 1 hour durations extracted from the long stuck period. Note that these portions are extracted from the second stuck instance shown in Figure 4.

In these plots X-axis denotes the time for 1 hour duration. Since the data is collected with 4 seconds time interval, there would be 15 time instances per minute and 900 instances per hour. Note that, the model processes and reconstructs every 10 minutes duration at a time. Hence, continuous sliding of the model happens only from $10^\text{th}$ minute till the $60^\text{th}$ minute. Therefore, the plot has only 750 time instances instead of 900. Y-axis represents the reconstruction error contributed by each of the drilling parameters at a particular instant of time. Note that each parameter is represented in a different color. At each instance, the height of a particular color represents the contribution of the corresponding parameter. If it is tall, that means that parameter is strongly contributing to the error at that point in time. If it is short, that means the corresponding parameter contributes less to the error, indicating that may not be the reason for the anomaly. This allows us to identify the possible reasons behind the specific stuck/anomaly.

In this case (Figures 6 and 7), the top 5 dominant properties are identified as SPP_pressA, TD_trq, TD_spd, Hook height, and MPP_SPM1 throughout the stuck period. Interestingly, the experts had identified that the SPP pressure was large and recorded the same in the daily drilling report. Therefore, the proposed AI system not only detected the
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...early signs, but also correctly identified the associated drilling parameters.

**Figure 10:** Analysis of the model’s prediction during a ‘Differential Stuck’, in terms of the reconstruction analysis. Stack plot of the individual reconstruction errors for the 13 drilling properties during the first 1 hour drilling duration extracted from split C. Note that the x-axis is the time and every unit measures seconds (sample interval). The learned model starts to predict continuously after the first 10 minutes (150 samples), therefore the indices span from 0 to 900 − 150 = 750. (Color should be used for better visualization of the graphics.)

**Figure 11:** Analysis of the model’s prediction during a ‘Differential Stuck’, in terms of the reconstruction analysis. Stack plot of the individual reconstruction errors for the 13 drilling properties during the second 1 hour drilling duration extracted from split C. Note that the x-axis is the time and every unit measures seconds (sample interval). The learned model starts to predict continuously after the first 10 minutes (150 samples), therefore the indices span from 0 to 900 − 150 = 750. (Color should be used for better visualization of the graphics.)

(b) Bad hole Condition: Here, we have analyzed the drilling data from a ‘Bad hole condition’ scenario. A bad hole scenario is when the borehole is not to gauge or is corrugated. This scenario generally refers to the detrimental effect that such a borehole has on the response of logging measurements.

Similar to the previous stuck case, we computed the error contributions for two separate 1 hour durations from the labelled data. Figures 8 and 9 show the stack plot of the error contributions for the 13 individual drill properties. We have observed no difference in the relative ordering of these properties throughout the stuck period. The top-5 contributors for the error are identified as Hook Load, WOB, MPP_SPM2, Hook Height, and FlowIn.

(c) Differential Stuck: We have analyzed the drilling data recorded during a ‘Differential stuck’ period of split C test data (these are the clips extracted from the recovery region highlighted in Case study 2). The error analysis reveals in Figures 10, 11, and 12 that there is a transition in the top individual drilling properties contributing to the reconstruction error during the stuck period. The top contributors in the early region (Figure 10) are TD_trq, TD_spd, FlowIn, Tot_depth, MPP_SPM2, where as after the transition, the top contributors are observed (Figure 12) to be
Figure 12: Analysis of the model’s prediction during a ‘Differential Stuck’, in terms of the reconstruction analysis. Stack plot of the individual reconstruction errors for the 13 drilling properties during the third 1 hour drilling duration extracted from split C. Note that the x-axis is the time and every unit measures seconds (sample interval). The learned model starts to predict continuously after the first 10 minutes (150 samples), therefore the indices span from 0 to 900 – 150 = 750. (Color should be used for better visualization of the graphics.)

Hook Height, MPP_SPM1, Hook Load, WOB, and TD_spd. Such real-time and dynamic explanations provided by the model during the drilling can be very helpful in better assessment of the well and drilling process.

6.2. Performance of the LSTM Autoencoder

Next we discussed the performance of our unsupervised LSTM Autoencoder model. The primary motivation for designing an unsupervised approach is the lack of sufficient number of stuck events in the collected drilling data. There are various mechanisms of stuck, thus there is not a single pattern in a single parameter indicating all of stuck pipe incidents [Alshaikh et al. (2018)]. Given the variety in stuck cases, we need sufficient amount of positive data to learn from, which is tedious and costly to collect. With a huge imbalance in the positive and negative data, supervised models cannot be learned reliably. Also, in order to label a stuck case in advance (for early detection), it is very unclear as to how much in advance one should label. Our preliminary experiments with supervised models also demonstrated only tiny improvements from random label assignment baseline (AuC of 0.5). We believe, one has to incorporate valuable domain knowledge about the drilling data in order to reliably capture the patterns in the limited positive data. For instance, it can be achieved in the form of an effective feature engineering on the raw drilling data with the help of drilling experts.

However, we gathered large amounts of drilling data collected during the normal operation. Hence, it is possible to capture all the variety in it, thereby enabling to reliably learn the normal operation.

7. Conclusions

For problems such as early stuck sign detection, where data is severely imbalanced, supervised machine learning techniques are not suitable. Therefore, we proposed an unsupervised alternative in the form of an LSTM-AE. Our model is strongly motivated since (i) it can read the long term correlations that exist among various drilling parameters through which the early sign for stuck may manifest, and (ii) it trains on only one kind of (normal) data avoiding the imbalance issue. Our experimental results demonstrated that the model is very promising. To the best of our knowledge, this is the first work that applies an unsupervised deep learning technique for detecting early signs of stuck and opens up a new direction for future researchers.

In general, the response of the anomaly detector to the both normal and abnormal (stuck) scenarios is observed to be satisfactory. We have analysed field well data collected from 30 wells in our experiments. In terms of the quantitative performance, we consistently observed significantly better performance over the random assignment baseline (AuC = 0.5). Also, in some of the test splits the AuC performance has been as high as 0.85. The reconstruction error analysis also reveals interesting observations about the learned model’s ability to infer based on the reconstruction error. For instance, in cases such as the pack-off stuck scenario, the properties that dominated the reconstruction error are also observed to be strong by the drilling experts as well. For future work, we would like to explore the use of hybrid
supervised and unsupervised models that can exploit both labelled and unlabelled data. In addition, we would like to study unsupervised learning at multiple temporal scales, e.g. different models looking at short and long-term temporal data.
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