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Abstract—In this paper, we propose a novel concept of cross-learning in order to improve synthetic aperture radar (SAR) images by learning from the camera images, in the manifold domain. We present multi-level abstraction approaches to materialise knowledge transfer between these two very different modalities (i.e., the radar and the camera), namely, a canonical correlation analysis (CCA) based approach and a manifold alignment based approach. We provide experimental results on real data, along with qualitative as well as quantitative analyses, to validate the proposed methodologies.
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I. INTRODUCTION

Synthetic aperture radar (SAR) [1]–[3] can provide high-resolution images. Substantial amount of work is available to enhance SAR image quality in terms of denoising and/or super-resolution (see e.g., [4], [5] and references therein). SAR is emerging as a new imaging mode for automotive scenarios [6]–[8]. However, most of the previous work focuses on improving the SAR image by assuming SAR to be a stand-alone sensor, without any interaction with any sensor of a different modality. In automotive (especially, autonomous driving) scenarios, a car may be equipped with multiple sensors, e.g., radar, lidar, camera, etc [9], [10]. Therefore, it is natural to explore if a SAR image can be improved by using images from other sensors of different modalities, i.e., exploiting the framework of multi-modal fusion [11]–[13]. This motivation also forms the basis for our present paper.

Multi-modal fusion is a very generic concept, combining data/information from diverse modalities in order to enhance the achievement of a common objective, e.g., creating a unified sensing system, improving decision making, identifying/extracting specific features, etc. The key property is diversity, i.e., multiple modalities complementing each other in achieving a common goal in a way that cannot be achieved with a single modality [12]. Despite the unquestionable motivation for multi-modal fusion, the real challenge is how to exactly exploit this diversity. The reasons are that different modalities may be driven by different underlying variables or they may operate on different physical principles, etc. Therefore, finding a direct correspondence/correlation between them might not be straightforward. Some effort has been expended to devise a certain level of abstraction, e.g., [11], [14] (and references therein). However, more research needs to be done.

SAR and lidar are active sensor modalities. Some work on the fusion of hyperspectral SAR images and lidar images, in remote sensing domain, has appeared recently, e.g., in [15], [16]. A camera, in contrast, is a passive sensor modality and exploits illumination from other sources. Its ranging estimates (e.g., obtained by using the depth-maps for a stereo camera) are not as good as that of radar or lidar. However, it can provide very good image resolution. Due to the very different dynamics of SAR and camera sensors, e.g., operating principles, coordinate systems, pixel resolution, etc, it is quite hard to register and fuse their respective images. Generally, in the available work, e.g., [10], radar is primarily used as a detection sensor instead of an imaging sensor. Thus, according to our knowledge, not much work is available on the fusion of SAR and camera images.

In this paper, we focus on fusing SAR and camera images at the data level without (strictly) registering the respective images of the two sensors. To emulate automotive scenarios, we basically consider short-range radar sensing for extended targets (instead of point scatterers). Our primary aim is to reconstruct high-resolution SAR images, i.e., reconstructing the physical details of the extended target. In order to do this, we learn certain features of the target from camera images. Since these features have been learnt from a very different modality, we name this process as cross-learning. Note, cross-learning may have some overlap with transfer-learning [17]. However, the emphasis in the former is on different modalities. Cross-learning (from camera images) to improve SAR imaging is a very new concept and it has the potential to become a new area of research given the amount of challenges and opportunities associated with it. In this paper, we present approaches to materialise this concept. Our basic premise is the observation that despite difference in resolution and viewing perspective, both modalities try to capture the same physical geometry of the target. Therefore, correspondence or correlation between the two sensors does exist in some latent- or intrinsic-dimensional representation of their respective images. This may potentially circumvent the need for strict inter-sensor mapping/registration.

Traditionally, manifold learning techniques (linear or non-linear) [18]–[20] have been used to retrieve low-dimensional
representation of a high-dimensional data for a wide range of tasks, e.g., detection, estimation, classification, visualisation, fusion, etc [21]–[25]. However, most of these tasks are (best) carried out in the manifold domain without the aim of reconstructing the high-dimensional data. In our case, we need to, i) create the respective manifolds of SAR and camera images to generate the intrinsic-dimensional or manifold-domain representation, ii) learn extra features from camera manifold and transfer it to the SAR manifold, iii) reconstruct the SAR image in its high-dimensional or image-domain representation. Since we do the learning in the manifold-domain and then reconstruct the original image-domain, we can only use linear manifolds, e.g., principal component analysis (PCA). Non-linear manifolds, e.g., Laplacian eigenmaps (LE), locally linear embedding (LLE), Hessian eigenmaps, diffusion maps etc, provide efficient low-dimensional representation. However, they cannot be transformed/projected back to the image domain. Manifold alignment (MFA) [24], [26], [27] has been an effective way of transferring knowledge/information between different datasets. Similarly, in the case of super-resolution of face images, building on a two step approach of global and then local features adjustment [28], [29], some authors, e.g., [30], [31] have advocated the creation of a coherent subspace over the manifolds for efficient transfer of knowledge. Due to an extra layer of abstraction, the latter approach has the ability to work with a modest amount of training samples as well as to compensate for choosing a linear manifold instead of a non-linear manifold (if required). Now, in case of transferring information from a camera image to a radar image, i.e., cross-learning, there are multiple challenges, e.g., the modalities are different, coordinate systems are different therefore the two sensors cannot be fully registered with each other, there is substantial disparity in resolution, choice of manifolds is limited due to reconstruction requirement, etc. Thus, in order to circumvent these challenges, a multi-level abstraction may be the right course of action. To this end, we follow the approach of [30]. We create PCA-based manifolds for both the sensors and generate a coherent subspace by using the canonical correlation analysis (CCA) [32], [33]. Then, we use LLE [21] to learn/adjust the neighbourhood embedding of the coherent subspace from the camera to the radar, followed by recovering the improved SAR image. Following the same logic, we also propose to extend the MFA approach of [27] by incorporating an LLE abstraction layer on the aligned PCA-based manifolds. Thus, rendering the MFA approach as a multi-level abstraction approach. Note, the input SAR images are generated by our recently proposed forward-scanning SAR (FS-SAR) [6] mode for the automotive scenarios, albeit, the synthetic aperture considered here is circular instead of linear, i.e., a circular-scanning SAR (CiS-SAR). Further, in this paper, we consider stationary targets, so that the presented work focuses on different aspects of the proposed method. However, future work will include scenarios with moving targets. In this regard, some of our recently published work in [7] may be useful in focusing the targets at a specific position to help in generating stable manifolds.

**Contributions.** The following are the main contributions of this paper.

- We present a novel concept of improving SAR images via cross-learning from camera images.
- We show that multiple levels of abstraction can help circumvent the challenges of knowledge transfer in these different modalities.
- We consider a CiS-SAR mode generated SAR images as input to the cross-learning frame-work.
- We present performance results based on real-data obtained in our lab controlled experimental setup.

**Advantages/Merits of the Proposed Method.** The following are some of the expected advantages or merits of using our proposed method.

- Cross-learning helps in obtaining high-resolution SAR images which essentially helps in reconstructing the physical details of the extended targets. Thus, the resulting SAR images, having the benefit of both high-resolution as well as detailed information of the target, may possibly replace camera-only images for subsequent processing, e.g., segmentation, identification or classification.
- Through the use of manifolds, we are able to provide data level fusion between the SAR and camera images without strict registration, given that the two sensors share the same platform in viewing the same target. Thus, our approach is quite practical.
- Although we use CiS-SAR images as an example for short-range imaging, other SAR imaging methods can also be used in our cross-learning approach. Thus, our approach has the benefit of flexibility.

**Organisation.** Section II provides the system model, Section III elaborates on the realisation of cross-learning via different abstraction approaches, Section IV provides experimental results and performance comparisons, and Section V gives the conclusions.

**Notations.** Matrices are in upper case bold while column vectors are in lower case bold. $(\cdot)^T$ denotes transpose, $[a]_i$ is the $i$th element of $a$ and $[A]_{i,j}$ is the $ij$th element of $A$. $\hat{a}$ is the estimate of $a$. $\mathbb{N}$ defines an entity, and the $\ell_p$-norm is denoted as $|a|_p = (\sum_{i=1}^N |[a]_i|^p)^{1/p}$.

II. SYSTEM MODEL

In [6], we proposed an FS-SAR mode to enhance the azimuth resolution of an automotive radar. This mode combines forward-scanning with SAR processing. FS-SAR assumes a
linear aperture. In the present paper, we consider a circular aperture, i.e., a circular-scanning SAR (CiS-SAR). CiS-SAR combines the benefits of scanning and spotlight SAR, resulting in enhanced azimuth resolution. We opt for CiS-SAR as a generic SAR mode in order to exhibit the cross-learning possibilities from camera to SAR. However, future works may consider other SAR modes as well. Figure 1 shows the schematic for CiS-SAR. At each scan-step, \( l \in [1, L] \), over the circular aperture, the radar scans the extended target over the angular range (field of view of the sensor), \( \theta \in [\theta_{\text{min}}, \theta_{\text{max}}] \). Thus, the target information is obtained both over the circular aperture as well as over the angular scan per aperture position. Similar to compressed sensing-based back-projection (CBP) in [6], we first process the measurements received over the scans by using a compressed sensing algorithm to improve the resolution and then back-project the reconstructed images from all the scans over the circular aperture to generate a coherent image of the extended target.

Let, the radar transmits frequency modulated continuous wave (FMCW) pulses towards the target. The signal received is then dechirped, low-pass filtered, deskewed, and Fourier transformed along the fast-time to obtain the range profile (see [6] for explicit expressions and subsequent details on the radar signal model). However, the received signal along the azimuth, for a scanning radar, at scan-step \( l \) and range \( r \) can be considered as a convolution of the radar antenna beam, \( h(\theta) \), and the azimuth reflectivity function, \( x_{l,r}(\theta) \), as in [34], i.e.,

\[
y_{l,r}(\theta) = h(\theta) * x_{l,r}(\theta) + \nu_{l,r}(\theta)
\]

where \( * \) denotes convolution and \( \nu_{l,r}(\theta) \) represents the additive white Gaussian noise (AWGN). Collecting all of the azimuth samples over \( \theta \), (1) can be written as

\[
y_{l} = GHx_{l} + \nu_{l}
\]

where \( H \) is a block-Toeplitz convolution matrix and \( G \) is a selection matrix to balance the numeric relation between \( N_x \times 1 \) vector \( x_{l} \) and \( N_\theta \times 1 \) vector \( y_{l} \). Note, in the context of azimuth-resolution enhancement, \( N_x \gg N_\theta \). Now, concatenating \( y_{l} \) over all \( N_r \) range bins, we can write (2) as

\[
y_{l} \triangleq \begin{bmatrix} y_{l1} & y_{l2} & \cdots & y_{lN_r} \end{bmatrix}^T
\]

where \( y_{l} \triangleq \begin{bmatrix} y_{l1}^T, y_{l2}^T, \cdots, y_{lN_r}^T \end{bmatrix}^T \) is an \( N_\theta N_r \times 1 \) vector. Similarly, \( x_l \) and \( \nu_l \) can be defined as \( N_\theta N_r \times 1 \) and \( N_\theta N_r \times 1 \) vectors, respectively. Further, \( A \) is the \( N_\theta N_r \times N_x N_r \) measurement matrix. Now, according to CBP, \( x_l \) (assuming it to be sparse) can be estimated by solving the following (fused LASSO [35]) optimisation problem.

\[
\hat{x}_l = \arg\min_{x_l} \| y_{l} - Ax_{l} \|_2^2 + \lambda_e \| x_{l} \|_1 + \lambda_f \| D x_{l} \|_1
\]

where \( \lambda_e \) and \( \lambda_f \) are positive penalty parameters controlling element-wise sparsity and fusion in \( x_{l} \), respectively, and \( D \) is the fusion matrix (i.e., \( D x_{l} \) is a vector of differences of consecutive elements of \( x_{l} \) [35]). Then, the reconstructed radar image via back-projection, at pixel \((i, j)\), can mathematically be represented as

\[
\gamma_{i,j} = \sum_{l=1}^{L} [\hat{\mathbf{X}}_{l}]_{i \theta_i,j \theta_{i,j}}
\]

where \( \hat{\mathbf{X}}_{l} \) represents the row and column indices of the matrix corresponding to angle \( \theta_{i,j} \) and range \( r_{i,j} \) for the \((i, j)\)th pixel, respectively. Since each scanning position over the aperture may contribute to each pixel in the reconstructed image, we can rewrite (5) as

\[
\gamma_{i,j} = \sum_{l=1}^{L} \gamma_{i,j}^{l}
\]

where \( \gamma_{i,j}^{l} \) represents all such images for the complete trajectory into an \( N \times 1 \) vector \( r_{l} \), i.e.,

\[
r_{l} \triangleq \begin{bmatrix} \gamma_{l1}^1, \gamma_{l1}^2, \cdots, \gamma_{l1}^{\sqrt{N}}, \gamma_{l2}^1, \cdots, \gamma_{l2}^{\sqrt{N}}, \cdots, \gamma_{lL}^1, \cdots, \gamma_{lL}^{\sqrt{N}} \end{bmatrix}^T.
\]

Now, we can collect all of the radar images generated from each aperture position, as defined in (7), as an \( N \times L \) matrix \( R \), i.e.,

\[
R \triangleq [r_{1}, r_{2}, \cdots, r_{L}].
\]

For the proposed cross-learning, we assume that the camera trajectory is the same as that of the radar synthetic aperture, i.e., the camera images of the target are also obtained from the same physical location as that of the radar. However, the camera does not involve any scanning and takes one snapshot for each location over its trajectory. Figure 1 shows the schematic of camera image acquisition. For the sake of clarity, the schematic for camera has been drawn separately from SAR. However, in practice, both sensors may share the physical location. The camera can be mono or stereo, with different image formats, i.e, RGB, greyscale, depth-map etc. It may also have its own requirements w.r.t. configuration, calibration, disparity/point-cloud formulation, etc. We assume that these pre-requisites have already been met. However, we do not assume any strict registration between the camera and the radar, as it is very difficult and our approach essentially tries to circumvent its need.

Let, a \( \sqrt{M} \times \sqrt{M} \) generic camera image of the target at \( l \)th position on its trajectory is represented as an \( M \times 1 \) vector \( s_{l} \) via lexicographic ordering (column ordered). Then, we can collect all such images for the complete trajectory into an \( M \times L \) matrix \( S \) as

\[
S \triangleq [s_{1}, s_{2}, \cdots, s_{L}].
\]

The rest of the paper essentially deals with (8) and (9) in terms of proposing a cross-learning strategy.
III. CROSS-LEARNING

In order to improve SAR images via cross-learning from camera images, we present two multi-level abstraction approaches, i.e., i) a multi-level CCA (ML-CCA) based cross-learning and ii) a multi-level MFA (ML-MFA) based cross-learning. For both the approaches, we first learn the respective manifolds of the training images of the two sensing modalities.

A. Suitable Manifold

As explained earlier, after cross-learning, we need to reconstruct the SAR image from low-dimensional space of the manifold domain to the high-dimensional space of the image domain. Therefore, non-linear manifolds cannot be used. In terms of linear manifolds, we opt for the classical PCA based manifolds.

PCA represents data by using the directions of maximum variance. Thus, it requires computing the principal eigenvectors of the data covariance matrix. Now, assuming that the datasets in (8) and (9) are centred (i.e., the corresponding sample means have been subtracted from them), the covariance matrices of radar and camera datasets can be defined as, $C_r \triangleq (1/L)RR^T$ and $C_s \triangleq (1/L)SS^T$, respectively. The eigenvalue decomposition (EVD) of the covariance matrices can then be carried out as

$$\text{EVD}(C_r) = U_r \Sigma_r V_r^T$$

$$\text{EVD}(C_s) = U_s \Sigma_s V_s^T$$

where matrices $U_r$ and $U_s$ contain the left eigenvectors, matrices $V_r$ and $V_s$ contain the right eigenvectors, and matrices $\Sigma_r$ and $\Sigma_s$ contain the corresponding eigenvalues along their diagonals, for radar and camera, respectively. The low-dimensional data representation essentially corresponds to projecting the data on a few significant eigenvectors. Let, $n$ and $m$ represent the number of significant eigenvectors (or subsequent principal components) for SAR and camera manifolds, respectively. Then, $U_r \triangleq [U_{r1}, \ldots, U_{rn}]_n$ and $U_s \triangleq [U_{s1}, \ldots, U_{sm}]_m$ are the $N \times n$ and $M \times m$ corresponding PCA-based projection matrices. The PCA-based projection coefficients can be obtained as

$$P_r = \hat{U}_r^T R = [p_{r1}, p_{r2}, \ldots, p_{rL}]$$

$$P_s = \hat{U}_s^T S = [p_{s1}, p_{s2}, \ldots, p_{sL}]$$

where $p_{r1} \triangleq \hat{U}_r^T r_1$, $p_{s1} \triangleq \hat{U}_s^T s_1$, and, $P_r$ and $P_s$ are $n \times L$ and $m \times L$ PCA coefficient matrices of SAR and camera manifolds, respectively.

B. ML-CCA Based Cross-learning

In ML-CCA based cross-learning, we first use CCA to generate a coherent subspace between the two modalities. Then, we use LLE for neighbourhood embedding w.r.t. test images of the radar and camera. Finally, the processed radar image is projected from the manifold domain back to the image domain.

1) Coherent Subspace: CCA finds a low-dimensional coherent subspace between two datasets. In this paper, we consider a one-dimensional CCA subspace. Thus, in our case, CCA provides one basis vector for each dataset such that the correlation between the corresponding projection coefficients is maximised. Note, the datasets, in our case, correspond to PCA-based manifold coefficients, i.e., (12) and (13). Mathematically, we can estimate the CCA-based subspace by solving the following optimisation problem, as in [32].

$$\begin{bmatrix} b_r, b_s \end{bmatrix} = \arg \max_{b_r, b_s} b_r^T Q_s b_s$$

subject to $b_r^T Q_r b_r = 1$, $b_s^T Q_s b_s = 1$.

where $b_r$ and $b_s$ are $n \times 1$ and $m \times 1$ canonical basis vectors for the radar- and camera-manifold datasets, respectively, and, $Q_r \triangleq (1/L)P_r P_r^T$, $Q_s \triangleq (1/L)P_s P_s^T$ and $Q_{rs} \triangleq (1/L)P_r P_s^T$ are the corresponding covariance matrices. Note, the constraints (14b) are imposed to ensure a unique solution. Now, solving (14) essentially boils down to solving the following generalised eigenvalue problem (see [32] for details).

$$\begin{bmatrix} Q_{rs} & 0 \\ 0 & Q_{ss} \end{bmatrix} \begin{bmatrix} b_r \\ b_s \end{bmatrix} = 2\lambda \begin{bmatrix} 0 & Q_{ss} \\ Q_{rs} & 0 \end{bmatrix} \begin{bmatrix} b_r \\ b_s \end{bmatrix}$$

where $\lambda$ is the generalised eigenvalue. Solving (14) is equivalent to finding the largest generalised eigenvalue in (15), i.e., $\lambda = \lambda_{\text{max}}$, and the corresponding generalised eigenvector provides the estimate of canonical basis vectors as, $[b_r^T, b_s^T]^T$. From the basis vectors, the corresponding CCA-based coefficients can be obtained as

$$a_r = P_r^T \hat{b}_r$$

$$a_s = P_s^T \hat{b}_s$$

where $a_r$ and $a_s$ are $L \times 1$ vectors of CCA-based coefficients w.r.t. the radar and camera manifolds, respectively.

2) Neighbourhood Embedding: LLE is used to compute low-dimensional neighbourhood-preserving embeddings of high-dimensional data. It is based on a simple geometric intuition. Given a data point and its neighbours, in high-dimension, lie on a locally linear patch of the manifold, the data point can be reconstructed by linear combination of its neighbours. This constitutes neighbourhood embedding in the context of cross-learning.
Let, \( r_t \) and \( s_t \) be the test SAR and camera images, respectively, with \( p_{r_t} \triangleq U^T_r r_t \) and \( p_{s_t} \triangleq U^T_s s_t \) as the corresponding data points on the manifolds. Then, the CCA-based coefficients for the test images can be obtained as

\[
a_{r_t} = p_{r_t}^T \hat{b}_r \quad \text{(18)}
\]

\[
a_{s_t} = p_{s_t}^T \hat{b}_s \quad \text{(19)}
\]

where \( a_{r_t} \) and \( a_{s_t} \) are scalar values. Let, \( N^{rk}_t \) and \( N^{sk}_t \) represent the sets of \( K \) nearest neighbours (K-NN) of \( a_{r_t} \) and \( a_{s_t} \), respectively. Now, we can write the optimisation problem of finding the linear coefficients of reconstructing \( a_{s_t} \) from its neighbours in \( a_s \) as a constrained least-squares fitting problem, i.e.,

\[
\hat{w} = \arg \min_w \| a_{s_t} - w^T \tilde{a}_s \|_2^2 \quad \text{(20a)}
\]

\[
s.t. \| w \|_2^2 = 1 \quad \text{(20b)}
\]

where \( \tilde{a}_s \) is \( K \times 1 \) sub-vector of \( a_s \), such that, \( [a_{s_t}]_i \in N^{sk}_{s_t} \), for \( i = 1, \cdots, K \). Note, (20) essentially applies two constraints, \( i) \) a sparseness constraint, i.e., weights are non-zero only for the K-NN of \( a_{s_t} \), \( ii) \) an invariance constraint, i.e., the sum of linear coefficients equals one, as (20b). An efficient way to minimise the error in (20a) is to solve the following system of linear equations

\[
Gw = 1 \quad \text{(21)}
\]

where \( G \triangleq (a_{s_t} - \tilde{a}_s)(a_{s_t} - \tilde{a}_s)^T \), and then rescale the coefficients to satisfy (20b) (more details in [21]). Now, the learnt coefficients can be used to reconstruct the radar data point from the neighbours, i.e.,

\[
\hat{a}_{r_t} = \hat{w}^T \tilde{a}_r \quad \text{(22)}
\]

where \( \hat{a}_r \) is \( K \times 1 \) sub-vector of \( a_r \), such that, \( [a_{r_t}]_i \in N^{rk}_{r_t} \), for \( i = 1, \cdots, K \).

3) Image Reconstruction: After learning the CCA-based coefficient, the learnt radar image in the manifold domain can be obtained as

\[
\hat{p}_{r_t} = (\tilde{b}_r)^\dagger \hat{a}_{r_t} + p_{r_t} \quad \text{(23)}
\]

where \((·)^\dagger\) denotes the Moore-Penrose (or pseudo) inverse. Now, the radar image can be projected from the manifold domain back to the image domain as

\[
\hat{r}_t = \hat{U}_r \hat{p}_{r_t} \quad \text{(24)}
\]

where \( \hat{r}_t \) is the improved SAR image obtained via cross-learning from the camera image.

\[\text{C. ML-MFA Based Cross-learning}\]

In this section, we present ML-MFA based cross-learning. First, we reconstruct an image after manifold alignment (MFA) only, and then, we introduce the abstraction layer of neighbourhood embedding via LLE to distinguish between low-level abstraction and multi-level abstraction.

1) MFA: In this approach the PCA-based manifolds of the two sensors are essentially aligned using Procrustes analysis as in [27]. The basic idea is that given pairwise correspondence between the two datasets (assumed centred), a mapping is obtained to align the test data points. Using the earlier terminology developed in this paper, the following singular value decomposition (SVD) is performed as a first step.

\[
\text{SVD}(P_rP_s^T) = U \Sigma V^T \quad \text{(25)}
\]

assuming \( n = m \). Then, manifold alignment is obtained as

\[
\hat{p}_{r_t} = kQ^T p_{r_t} \quad \text{(26)}
\]

where \( k \triangleq \text{trace}(\Sigma)/\text{trace}(P_rP_s^T) \) and \( Q \triangleq UV^T \), and the MFA based SAR image can be obtained via (24) by using the relation, \( \hat{p}_{r_t} = \hat{p}_{r_t} \).

2) Neighbourhood Embedding: Now, we extend the MFA by neighbourhood embedding via LLE (similar to Section III-B2). This essentially forms the multi-level MFA (ML-MFA). Mathematically, it can be represented by re-writing (18) and (19) as

\[
a_{r_t} = \hat{p}_{r_t}, \quad a_{s_t} = p_{s_t} \quad \text{(27)}
\]

where \( a_{r_t} \) and \( a_{s_t} \) are vectors, and solving,

\[
\hat{w} = \arg \min_w \| a_{s_t} - \hat{A}_s w \|_2^2 \quad \text{s.t.} \quad \| w \|_2^2 = 1 \quad \text{(28)}
\]

where \( \hat{A}_s \) is a matrix containing \( K \) neighbours of \( a_{s_t} \) in \( P_s \), as its columns, and re-writing (22) as

\[
\hat{a}_{r_t} = \hat{A}_r \hat{w} \quad \text{(29)}
\]

where \( \hat{A}_r \) is a matrix containing \( K \) neighbours of \( a_{r_t} \) in \( kQ^TP_r \), as its columns. Then, by using the relation \( \hat{p}_{r_t} = \hat{a}_{r_t} \), SAR image can be obtained via (24).

\[\text{IV. EXPERIMENTAL RESULTS}\]

In this section, we validate the proposed concept of cross-learning between SAR and camera images by experimental results. According to our knowledge, a public dataset for concurrent SAR and camera measurements is not available. Therefore, as part of this research, we have carried out such
TABLE I: Specifications of 300 GHz Radar

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Modulation</td>
<td>FMCW</td>
</tr>
<tr>
<td>Frequency Range</td>
<td>287 – 293 GHz</td>
</tr>
<tr>
<td>Transmit Bandwidth (B)</td>
<td>5 GHz</td>
</tr>
<tr>
<td>Chirp Duration (T)</td>
<td>1 ms</td>
</tr>
<tr>
<td>Sampling Frequency</td>
<td>4.096 MHz</td>
</tr>
<tr>
<td>Angular Step (Δθ)</td>
<td>0.25°</td>
</tr>
<tr>
<td>Range Resolution (Δr)</td>
<td>0.03 m</td>
</tr>
<tr>
<td>Two-way 3 dB Beamwidth (θ3dB)</td>
<td>1.3°</td>
</tr>
</tbody>
</table>

measurements in a laboratory controlled environment\(^1\). Our experimental setup (see Figure 2) mainly consists of a ZED stereo camera (see [36] for specifications), a 300 GHz FMCW radar (see Table I for specifications) and a trolley (of size 1 \times 0.5 \times 0.55 (length \times width \times height) m\(^3\)) on a turntable. Figure 3 shows the measurement schematic of the experiment. The trolley is placed on a turntable at a distance of 3.65 m from the joint sensors (ZED and radar) platform. Measurements from the sensors are taken for every 5 degree angular turn (counter clock-wise) of the trolley. This emulates the circular motion of the sensors around the target. Thus, \(L = 72\) (synthetic) aperture samples are obtained all around the trolley. Note, in this paper, we consider a full 360° circular aperture for the purpose of illustration only. However, in practice, the target can be seen by a partial aperture. For every aperture sample, we consider only left lens RGB image from the ZED. We convert the RGB image to a greyscale image. Figure 4 shows the ZED images of the trolley at different positions (on the turntable) \(l = 1\) (0°), 19 (90°), 37 (180°), 55 (270°). At every aperture position, the radar scans the target scene for an angular range \(θ = \pm 13°\), at angular intervals \(Δθ = 0.25°\). Then, using (4) and (7), a SAR image is created for every \(lh\) aperture position. Finally, a combined image of the target is achieved by using (5). Figure 5 shows the SAR images for \(l = 1\) (0°), 19 (90°), 37 (180°), 55 (270°) and the combined CiS-SAR image of the trolley. Note, all SAR images have been normalised so that the maximum intensity is unity. We can see that the SAR images of individual apertures, Figures 5a–5d, capture viewing-angle dependent information of the target. Nonetheless, the combined image, Figure 5e, provides very good imaging result in capturing the complete outline of the target, which re-affirms the enhanced performance of CBP reconstruction algorithm as proposed in [6]. However, we can see that the handle of the trolley is not very prominent.

Now, in order to improve SAR imaging results we use the cross-learning concept as explained in Section III. Using (12) and (13), for \(n = m = 15\) principal components, we obtain the PCA based manifolds of the images of the two

---

\(^1\)All real-data supporting this work are openly available from The University of Edinburgh repository (DataShare) at https://doi.org/10.7488/ds/2828
sensors. Note, we chose these number of principal components as they seemed to provide good results from a qualitative perspective. However, given the training data, a better estimate can easily be found. Nonetheless, in our experience, changing these numbers does not have a drastic impact on the trend of performance, as would become clear shortly. Figure 6 shows these manifolds (as scatter plots) for first two principal components. We can see that the ZED manifold is more elaborate than the SAR manifold (which is quite concentrated). This shows that the ZED images are more distinguishable than the SAR images. Thus, the SAR images have a big margin of learning from the camera images.

Figure 7a shows the SAR image using ML-CCA approach. Note, we essentially use all of the training images as the test images, i.e., $t = 1, \ldots, L$, for both the sensors. We can see that in comparison to CiS-SAR (Figure 5e), ML-CCA image has captured some new information of the target. The walls of the trolley are more prominent. However, the most interesting aspect is the visibility of the trolley handle. Nonetheless, we can see that the target information both in CiS-SAR and ML-CCA does not seem to overlap for every pixel. Thus, a natural course of action is to combine the two images. We name the combined CiS-SAR and ML-CCA image as ML-CCA+.

Figure 7b shows the ML-CCA+ image. We can see that it is a much improved image than the CiS-SAR as in Figure 5e. Figure 7c shows the imaging result of MFA approach (which uses low-level of abstraction). Similar to ML-CCA+, we also provide the image result of MFA+ in Figure 7d. We can see that MFA does get some extra information in comparison to CiS-SAR (Figure 5e). However, its performance is inferior to ML-CCA (Figure 7a). Similarly, ML-CCA+ (Figure 7b) provides better result than MFA+.

Figure 7e shows the imaging result of ML-MFA. Similar to ML-CCA+, we also provide the image result of ML-MFA+ in Figure 7f. We can see that ML-MFA is also showing some features of the trolley handle. Therefore, ML-MFA+ shows an improved image. It is better than MFA+ (Figure 7d), since it uses multi-level abstraction.

Figure 8 provides images, zoomed in on the trolley front-end, created by CiS-SAR, MFA+, ML-MFA+ and ML-CCA+, to better assess the qualitative comparison. Note, we have also used Matlab’s smoothing function to reduce pixelation (for
better display). We can see that cross-learning has helped in collecting more information of the target. In particular, ML-MFA+ and ML-CCA+ which use multi-level abstraction, show more reflectivity and structure of the trolley (i.e., walls and handle) than CiS-SAR.

Now, in order to provide quantitative analyses of the presented methods, we need a ground truth which is not easy to obtain. To circumvent this, we consider a pseudo-ground-truth. We estimate the noise level in the generated image of each method via a histogram (i.e., the most populated bin in a histogram of 50 bins) and remove it from the respective image. Then, we quantify all reflectivity values to unity. This provides us a pseudo-ground-truth, albeit favouring its generative method. Figure 9 shows the resulting images. We can see that with small variations, all the images look quite similar. Thus, these can serve as approximate ground truths for all the methods. We basically take each of these images and then compare the performance of all methods with it. For quantitative comparison, we use Matlab’s function $\text{ssim}$ which is a structural similarity index metric for image comparison, i.e., it combines local image structure, luminance, and contrast into a single local quality score. In our case, it would basically measure the structure and total reflectivity of each image in comparison to the ground truth. Note, 1 is the highest $\text{ssim}$ score. Table II provides the comparison results. The column represent the ground truth image used and the rows provide the similarity measure for each method. We can see that for all the cases, multi-level abstraction based methods, i.e., ML-MFA+ and ML-CCA+, perform much better than the others. MFA+ basically uses low-level of abstraction, but still outperforms CiS-SAR. Table II provides the comparison results for the PCA order $n = m = 15$. We also present results by varying PCA order to $n = m = 5$ and $n = m = 25$, in order to see the impact of such variations, in Tables III and IV, respectively. We can see that there is not much difference in the general trend of performance. However, given the training data, an appropriate value of PCA order can always be found. From above, we can say that multi-level abstraction approaches have superior performance in realising the concept of cross-learning to improve SAR images by using the camera images.

### Table II: Comparison ($n = m = 15$)

<table>
<thead>
<tr>
<th></th>
<th>CiS-SAR</th>
<th>ML-CCA+</th>
<th>MFA+</th>
<th>ML-MFA+</th>
</tr>
</thead>
<tbody>
<tr>
<td>CiS-SAR</td>
<td>0.9259</td>
<td>0.9234</td>
<td>0.9150</td>
<td>0.9141</td>
</tr>
<tr>
<td>ML-CCA+</td>
<td>0.9327</td>
<td>0.9292</td>
<td>0.9210</td>
<td>0.9196</td>
</tr>
<tr>
<td>MFA+</td>
<td>0.9303</td>
<td>0.9272</td>
<td>0.9190</td>
<td>0.9179</td>
</tr>
<tr>
<td>ML-MFA+</td>
<td>0.9348</td>
<td>0.9310</td>
<td>0.9220</td>
<td>0.9201</td>
</tr>
</tbody>
</table>

### Table III: Comparison ($n = m = 5$)

<table>
<thead>
<tr>
<th></th>
<th>CiS-SAR</th>
<th>ML-CCA+</th>
<th>MFA+</th>
<th>ML-MFA+</th>
</tr>
</thead>
<tbody>
<tr>
<td>CiS-SAR</td>
<td>0.9259</td>
<td>0.9274</td>
<td>0.9237</td>
<td>0.9170</td>
</tr>
<tr>
<td>ML-CCA+</td>
<td>0.9293</td>
<td>0.9308</td>
<td>0.9265</td>
<td>0.9201</td>
</tr>
<tr>
<td>MFA+</td>
<td>0.9290</td>
<td>0.9308</td>
<td>0.9262</td>
<td>0.9196</td>
</tr>
<tr>
<td>ML-MFA+</td>
<td>0.9305</td>
<td>0.9325</td>
<td>0.9274</td>
<td>0.9207</td>
</tr>
</tbody>
</table>

### Table IV: Comparison ($n = m = 25$)

<table>
<thead>
<tr>
<th></th>
<th>CiS-SAR</th>
<th>ML-CCA+</th>
<th>MFA+</th>
<th>ML-MFA+</th>
</tr>
</thead>
<tbody>
<tr>
<td>CiS-SAR</td>
<td>0.9259</td>
<td>0.9234</td>
<td>0.9153</td>
<td>0.9134</td>
</tr>
<tr>
<td>ML-CCA+</td>
<td>0.9295</td>
<td>0.9270</td>
<td>0.9186</td>
<td>0.9163</td>
</tr>
<tr>
<td>MFA+</td>
<td>0.9271</td>
<td>0.9245</td>
<td>0.9172</td>
<td>0.9150</td>
</tr>
<tr>
<td>ML-MFA+</td>
<td>0.9344</td>
<td>0.9313</td>
<td>0.9229</td>
<td>0.9192</td>
</tr>
</tbody>
</table>

### V. Conclusions

In this paper, we have proposed a novel concept of cross-learning, in order to improve SAR images by learning from the camera images. Despite the fact that the two sensors are very different modalities, we have used multi-level abstraction approaches to achieve knowledge transfer between them. To this end, we have presented a CCA based multi-level abstraction approach and a manifold alignment based multi-level abstraction approach. In order to validate the proposed concept, we have provided experimental results on real data. Through qualitative and quantitative analyses, we have shown that multi-level abstraction approaches provide better performance results in terms of collecting more information about the target structure.
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