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Abstract—The effective evaluation of the connectable capacity of renewable energy plays a vital role in the development of a sustainable distribution network. Quantifying the capacity while considering network security and the local renewable accommodation policy is a challenge. This paper proposes a scenario-based bi-level mathematical model using a Bayesian integrated optimization method to evaluate and quantify the connectable capacity of distributed wind generation in distribution networks, which effectively integrates the characteristics of wind power and the local accommodation policy. The constraint on the generation curtailment ratio (CR) is innovatively designed to represent the renewable accommodation policy and integrated with network security constraints to coordinatively quantify the capacity. The model is solved by the Bayesian integrated optimization method. The regression-based algorithm greatly reduces the complexity of alternating iteration and improves the calculation efficiency. Practical cases are used to verify the effectiveness of the proposed method. Results indicate that the method is more efficient than traditional optimization algorithms, and CR integration ensures that the connectable capacity fits local renewable energy development policies well.

Index Terms—Capacity evaluation, Bayesian optimization, distributed wind generation, renewable accommodation policy.

I. INTRODUCTION

 DISTRIBUTED wind generation (DWG) has been increasingly connected to distribution networks due to its environmental protection and greenness features. By December 2017, the total installed capacity of wind generation reached 539,123 MW worldwide [1]. The integration of DWG can effectively alleviate the operation pressure and increase the available capacity of the network [2]. However, wind power generation often needs curtailing due to the temporal uncertainty of wind speed and network constraints [3]. Therefore, a critical need exists for the policy of renewable accommodation to be considered when evaluating the connectable capacity of DWG in distribution networks.

DWG is a typical distributed generation (DG). The hosting capacity problem for DG units has been widely investigated [4]–[8]. “Hosting capacity” usually refers to the maximum DG capacity allowed to be connected to the distribution network under the premise of satisfying various network security constraints, such as node voltage, line capacity, and power quality [9]–[12]. Various methods of enhancing the hosting capacity have been proposed recently. An integrated heat and power dispatch model that considers the thermal inertia of the district heating network is proposed to improve the flexibility of the wind power accommodation in [13]. Other measures, such as energy storage coordination [4] and demand response [14], are also used to increase the hosting capacity.

The above studies contributed in evaluating and increasing the DG hosting capacity in a distribution network, but few studies have considered the impact of accommodation policies on hosting capacity. Thus, on the basis of “hosting capacity,” “connectable capacity” is proposed to present the maximum capacity of the DG that can be connected to the distribution network with both policy and network security constraints. Given that the accommodation policy is mainly aimed at wind power, the evaluation problem is modeled for wind generations. Furthermore, a bi-level coordinative optimization model is proposed for evaluating the connectable capacity of DWG considering the renewable accommodation policy. The upper-level is formulated as a capacity evaluation model to evaluate the maximum capacity of DWG. The lower-level is formulated as a multi-period operation model to optimize the operation of DWG to improve renewable utilization. In addition, the constraint on the generation curtailment ratio (CR) is innovatively designed to present the renewable accommodation policies in different regions.

Intelligent optimization algorithms [15]–[17], such as genetic algorithms (GA) [15]–[16] and particle swarm optimization (PSO) [5][17], were used for solving the optimal capacity problem. However, existing intelligent optimization algorithms require many iterations to find the optimum and cannot deeply mine the complex coupling correlation between evaluation and operation to increase the convergence speed. In recent years, analytical methods were also used to evaluate the hosting capacity. Specifically, various methods such as polygonal inner-approximation [18], bender decomposition [19], and second-order cone relaxation [20], are used to convert non-convex and nonlinear power flow constraints into linear constraints, and the distribution network operation model is
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converted into a mixed-integer linear programming (MILP) model, which is solved by commercial software such as CPLEX and Gurobi. However, when renewable accommodation policies are considered, the model will have bilinear terms and will be difficult to solve directly. Therefore, the above methods are inapplicable, and the efficiency of optimization must be urgently improved.

In this paper, a regression-based Bayesian integrated optimization method, which combines LP and Bayesian optimization, is proposed to solve the model. The lower-level is converted into LP through second-order cone relaxation [20] and polyhedral-based linearization [21] and then embedded in the upper-level as a soft constraint. Overall, an unconstrained model is established based on the penalty function method and solved by Bayesian optimization. The probabilistic surrogate model (PSM) is used to simulate the coupling correlation between evaluation and operation. The evaluation point (input of operation level) is actively selected based on the acquisition function.

Thus, the main contributions of this paper are as follows:

1) A novel bi-level coordinative optimization model, which effectively integrates the characteristics of wind power and the local accommodation policy to evaluate the connectable capacity of DWG, is proposed.

2) A regression-based Bayesian integrated optimization method, in which the mined correlation by Bayesian highly improves the computing efficiency, is proposed.

3) The CR is innovatively designed and integrated with traditional security constraints to quantify the connectable capacity of DWG. The integration of CR enables the evaluated capacity to satisfy local renewable energy development policies.

The rest of this paper is structured as follows. The proposed bi-level coordinative optimization model is introduced in Section II. Model solving based on Bayes’ theorem is introduced in Section III. The proposed model is demonstrated in practical networks in Section IV. Finally, Sections V concludes this paper.

II. BI-LEVEL COORDINATIVE OPTIMIZATION MODEL

A. Research Framework

As shown in Fig. 1, supposing that the output of each DWG can be controlled continuously in each time period, the operation level is optimized to minimize the average CR by controlling the DWG, and numerous physical constraints are included in it. The optimization variable is the power curtailment of each DWG in each time period, and the capacity is given by the evaluation level. CR presents the curtailment of renewable energy and defined as the ratio of the potential generation of the DWG to its power curtailment. After solving the operation level, the minimum average CR is sent to the evaluation level, which then updates the evaluation sample set, selects the next evaluation point, and sends it back to the operation level for another iteration until the stop criteria are met. Overall, the lower-level is converted into a soft constraint and embedded in the upper-level. Evaluation results that comply with the policy of renewable accommodation can be obtained after multiple iterations.

B. Lower-level: Multi-period operation of DWG

1) Objective Function

The objective of the lower-level is to minimize the average CR:

$$Z_i = \frac{1}{N_i} \sum_{g \in G} \sum_{t \in T} \lambda_{g,t}$$

where $\lambda_{g,t}$ is the average CR, $i$ is the index of the time period, and $\omega$ is the scenario index. $\lambda_i$ is the CR of the $g$-th DWG, $P_{\omega}^g$ is the capacity of the $g$-th DWG determined by the upper model, and $N_i$ is the number of time periods. A scenario-based method [22] is introduced to deal with the uncertainty of wind power generation. Let $\sigma_{\omega}$ be the probability of the $\omega$-th scenario and $\Omega^t, \Omega^s$ the set of scenarios, while $\Omega^t$ and $\Omega^s$ are the respective sets of operating periods and DWGs.

2) Numerical Constraints

The model is subject to many constraints, and the constraints on the power flow are as follows:

$$\sum_{k \in B_i} \left( P_{\omega}^k - R_{\omega} \right)^2 - \sum_{j \in A_i} \left( P_{\omega}^j - R_{\omega} \right)^2 = 0$$

$$\sum_{k \in B_i} \left( Q_{\omega}^k - X_{\omega} \right)^2 - \sum_{j \in A_i} \left( Q_{\omega}^j - X_{\omega} \right)^2 = 0$$

$$\sum_{k \in B_i} \left( W_{\omega}^k - S_{\omega} \right)^2 - \sum_{j \in A_i} \left( W_{\omega}^j - S_{\omega} \right)^2 = 0$$

$\Omega^t$ is the set of buses, $\Omega^s$ is the set of branches. $\Omega_i$ represents the end bus set of the branch with bus $i$ as the head bus, and $\Omega_i$ represents the end bus set of the branch with bus $i$ as the head bus. $h_i, r_i, X_i$, and $s_i$ are the resistance and reactance on branches $ki$ and $ij$, respectively; $r_{\omega}^i$ and $s_{\omega}^i$ are the respective currents of lines $ki$ and $ij$; $p_{\omega}^i$ and $q_{\omega}^i$ are the active and reactive powers of branch $ki$; $p_{\omega}^i$ and $q_{\omega}^i$ are the active and reactive powers injected by the DWG at bus $i$; and $p_{\omega}^i$ and $q_{\omega}^i$ are the active and reactive powers of the load at bus $i$, respectively.

Fig. 1. Bi-level framework for evaluating the connectable capacity of DWG
Constraints (2) and (3) represent the bus active and bus reactive power balances, respectively; Constraint (4) represents the voltage drop in the branch; Constraints (5) and (6) are branch power constraints. The main grid can supply power to the distribution network through the grid supply point (GSP). The active and reactive power constraints of the GSP are as follows:

\[
E^{\text{GSP}} \leq P_{i,t}^{\text{GSP}} \leq \bar{E}^{\text{GSP}} \quad \forall t \in \Omega_t, \forall \omega \in \Omega^s
\]

\[
Q_{i,t}^{\text{GSP}} \leq Q_{i,t}^{\text{GSP}} \leq \bar{Q}^{\text{GSP}} \quad \forall t \in \Omega_t, \forall \omega \in \Omega^s
\]

where \(E^{\text{GSP}}\) and \(\bar{E}^{\text{GSP}}\) are the minimum and maximum output active powers of the GSP, respectively; and \(Q^{\text{GSP}}\) and \(\bar{Q}^{\text{GSP}}\) are the minimum and maximum output reactive powers of the GSP, respectively.

Constraints (7) and (8) limit the GSP’s active and reactive power output, respectively. When bus \(i\) is the GSP, Constraints (2) and (3) can be replaced with Constraints (9) and (10):

\[
P_{i,t}^{\text{GSP}} - \sum_{j \in \Omega_j(i)} P_{i,j,t}^{\text{PSQ}} + P_{i,t}^{\text{GSP}} = \bar{P}^{\text{GSP}} \quad \forall t \in \Omega_t, \forall \omega \in \Omega^s
\]

\[
Q_{i,t}^{\text{GSP}} - \sum_{j \in \Omega_j(i)} Q_{i,j,t}^{\text{PSQ}} + Q_{i,t}^{\text{GSP}} = Q_{i,t}^{\text{GSP}} \quad \forall t \in \Omega_t, \forall \omega \in \Omega^s
\]

For network security, the bus voltages should be limited within a range, as shown in (11):

\[
\underline{V} \leq V_{i,t} \leq \bar{V} \quad \forall i \in \Omega^s, \forall t \in \Omega_t, \forall \omega \in \Omega^s
\]

where \(\underline{V}\) and \(\bar{V}\) are the minimum voltage and maximum voltage levels of bus \(i\), respectively.

3) Operation and Control of DWG

DWG adopts power factor and output control technology, which enables operation with leading or lagging power factor and the continuous control of the output. In practice, the power factor must be kept within a certain range. Given the difference between the local demand and output of DWG over time, if DWG injects its output into the distribution network, the bus voltage may exceed the limit and the network security will be violated. In this case, the DWG output must be curtailed. Power curtailment is represented by introducing a negative generation [8].

\[
P_{i,t}^{\text{wp}} \tan(\cos^{-1}(PF_{i,t}^{\text{max}})) \leq Q_{i,t}^{\text{wp}} \leq P_{i,t}^{\text{wp}} \tan(\cos^{-1}(PF_{i,t}^{\text{max}}))
\]

\[
\forall g \in \Omega^g, \forall t \in \Omega_t, \forall \omega \in \Omega^s
\]

\[
P_{i,t}^{\text{wp}} = P_{i,t}^{\text{cap}} \beta_g - P_{i,t}^{\text{cap}} \beta_g \forall g \in \Omega^g, \forall t \in \Omega_t, \forall \omega \in \Omega^s
\]

\[
P_{i,t}^{\text{cap}} = \lambda_g P_{i,t}^{\text{cap}} \beta_g \forall g \in \Omega^g, \forall t \in \Omega_t, \forall \omega \in \Omega^s
\]

where \(PF_{i,t}^{\text{cap}}\) and \(PF_{i,t}^{\text{max}}\) respectively represent the maximum and minimum power factors that the \(g\)-th DWG can operate in; \(\beta_g\) is the ratio of the maximum power that the DWG can generate to the DWG capacity in the \(t\)-th time period, which is determined by the wind speed in the \(t\)-th time period; and \(P_{i,t}^{\text{cap}}\) is the power curtailment of the \(g\)-th DWG.

Constraint (12) limits the reactive power output of the DWG according to the range of the power factor; Constraint (13) represents the actual active output of the DWG; the CR of the DWG is defined in Constraint (14).

C. Upper-level: evaluating connectable DWG capacity

The upper-level is established to evaluate the connectable capacity of the DWG with the accommodation policy as the constraint:

\[
\max Z_i = \sum_{g \in \Omega_g} P_{i,t}^{\text{cap}}
\]

\[\text{s.t. } Z_i = \bar{Z}_i \]

where \(\bar{Z}_i\) is the limit of the average CR, presenting the policy of renewable energy accommodation.

The models represented by (1)–(14) are embedded in the upper-level as a soft constraint, and the upper-level represented by (15)–(16) is converted into an unconstrained optimization model by the penalty function. The details are introduced in Section III.

III. BAYESIAN INTEGRATED OPTIMIZATION METHOD

The lower-level is a strictly non-convex and non-linear model, which is difficult to solve directly. In this section, the nonlinear programming (NLP) is converted into LP through second-order cone relaxation [20] and polyhedral-based linearization [21]. By using the penalty function method, the linearized lower-level is converted into a soft constraint and embedded in the upper-level. Then, an unconstrained model is established and solved by the proposed Bayesian integrated method.

A. Linearization of power flow constraints

Given the strict nonlinearity of Constraints (2)–(6), the proposed model is difficult to solve directly in its original NLP formulation. Thus, the lower-level must be transformed into a LP model. By introducing auxiliary variables, namely, \((P_{i,t}^{\text{lin}}) = I_{i,t}^{\text{lin}}, (Q_{i,t}^{\text{lin}}) = I_{i,t}^{\text{lin}}, (V_{i,t}) = V_{i,t},\) and \((V_{i,t}) = V_{i,t}\), Constraints (2)–(4), (6), and (11) can be converted into the following constraints:

\[
\sum_{i \in \Omega_i} \left[ P_{i,t}^{\text{lin}} - R_{i,t} I_{i,t}^{\text{lin}} \right] = \sum_{j \in \Omega_j(i)} \left[ P_{j,t}^{\text{lin}} + I_{i,t}^{\text{lin}} + P_{i,t}^{\text{wp}} \right] = \bar{P}^{\text{GSP}}
\]

\[
\forall i \in \Omega^s, \forall t \in \Omega_t, \forall \omega \in \Omega^s
\]

\[
\sum_{i \in \Omega_i} \left[ Q_{i,t}^{\text{lin}} - X_{i,t} I_{i,t}^{\text{lin}} \right] = \sum_{j \in \Omega_j(i)} \left[ Q_{j,t}^{\text{lin}} + Q_{i,t}^{\text{lin}} + Q_{i,t}^{\text{wp}} \right] = Q_{i,t}^{\text{GSP}}
\]

\[
\forall i \in \Omega^s, \forall t \in \Omega_t, \forall \omega \in \Omega^s
\]

\[
\forall \omega \in \Omega^s
\]

\[
V_{i,t} - V_{j,t} = 2 \left( R_{i,t} I_{i,t}^{\text{lin}} + X_{i,t} I_{i,t}^{\text{lin}} \right) - I_{i,t}^{\text{lin}} \left( R_{i,t} + (X_{i,t})^2 \right)
\]

\[
\forall \omega \in \Omega^s
\]

\[
(i,j) \in E^c
\]

\[
V_{i,t}^2 \leq V_{i,t}^2 \leq 2V_{i,t}^2
\]

\[
\forall \omega \in \Omega^s
\]

\[
\forall \omega \in \Omega^s
\]

Constraints (5) and (20) are still non-convex constraints. The left side of (20) can be rewritten as:

\[
\left( I_{i,t}^{\text{lin}} + \left( I_{i,t}^{\text{lin}} \right)^2 ight)^2 - \left( I_{i,t}^{\text{lin}} - \left( I_{i,t}^{\text{lin}} \right)^2 \right)^2
\]

Then, based on the second-order cone relaxation, Constraints (5) and (22) are transformed into convex constraints, as shown in (23) and (24):
is modified as:
\[
\min Z_i = \min Z_i + \min \gamma \sum_{a \in \mathcal{A}} \sum_{d \in \mathcal{D}} \sum_{r \in \mathcal{R}} S_{i,a,d,r}^{\text{new}} 
\]
(25)
where \( \gamma \) is a sufficiently small number compared to \( \min Z_i \) which is 10^6 here.

Constraints (23) and (24) have the following form:
\[
d_i = \sqrt{|d_i|^2 + (d_i')^2} 
\]
(26)
A highly accurate method based on polyhedral approximation is used to linearize Constraints (23) and (24) [21]:
\[
\tau_l \geq |d_l|, \quad \alpha_l \geq |d_l|, \quad l = 0
\]
(27)
\[
\tau_l = \tau_{l+1} \cos \left( \frac{\pi}{2^{l+1}} \right) + \alpha_{l+1} \sin \left( \frac{\pi}{2^{l+1}} \right), \quad \forall l = 1, \ldots, L
\]
(28)
\[
\alpha_l \geq \alpha_{l+1} \cos \left( \frac{\pi}{2^{l+1}} \right) - \tau_{l+1} \sin \left( \frac{\pi}{2^{l+1}} \right)
\]
(29)
where \( \tau_l \) and \( \alpha_l \) are auxiliary variables, and \( L \) is a constant.

Linear Constraints (27)–(29) approximate (26) in such a way that [23]:
\[
d_i \cos \left( \pi/2^{L+1} \right) \geq \sqrt{|d_i|^2 + (d_i')^2} 
\]
(30)

B. Unconstrained processing of the upper model

A bi-level mathematical model is raised to evaluate the connectable capacity of the DWG. However, the operation model composed of Formulas (15)–(16) and the evaluation model composed of Formulas (17)–(18) are two independent optimization models, which make the proposed bi-level model difficult to solve directly. Therefore, an optimization model coupled with operation and evaluation models must be built. Thus, the penalty function method is used to convert Constraint (16) into a soft constraint, and the upper-level is converted into an unconstrained model. This reformulation makes possible the gradually finding of an optimal solution that meets the soft constraint using the Bayesian integrated method. The upper-level is then converted into the following form:
\[
\max Z_2 = Z_2 - M \delta \quad \delta \geq \begin{cases} 0 & Z_2 \leq \lambda \\ (Z_2 - \lambda)^2 & Z_2 > \lambda \end{cases} 
\]
(31)
\[
\delta \geq \frac{Z_2 - \lambda}{M} 
\]
(32)
where \( M \) is a large positive number and \( \delta \) is a penalty factor.

C. Model solving based on Bayesian optimization

The correlation between the evaluation and operation levels presents a black box characteristic, and the computation efficiency can be improved by effectively mining the above correlation. Therefore, regression-based Bayesian optimization is designed to solve the model. The PSM and the acquisition function are two parts of the algorithm.

1) Probabilistic Surrogate Model

The PSM is updated based on Bayes’ theorem:
\[
p(f | C_{i,1}) = \frac{p(C_{i,1} | f)p(f)}{p(C_{i,1})} 
\]
(33)
where \( f \) is the unknown objective function, in this study, \( C_{i,1} = \{(x_1, f_1), (x_2, f_2), \ldots, (x_i, f_i)\} \) is the set of evaluated sample points, \( f_i \) is the function value obtained by the last evaluation, \( p(C_{i,1} | f) \) is the likelihood distribution of \( f \), \( p(f) \) is the prior probability distribution model of \( f \), \( p(C_{i,1}) \) is the marginal likelihood distribution after \( f \) is marginalized, and \( p(f | C_{i,1}) \) is the posterior probability distribution of \( f \).

Here, \( x = \{x_1, x_2, \ldots, x_n\} \) is an evaluation point on a \( N_x \)-dimensional space as the input of the operation level which represents the capacity of each DWG, where \( N_x \) is the number of DWG, \( f \) denotes the objective function \( z \) of the upper-level. PSM includes parametric and non-parametric models [24]. Among them, Gaussian Process (GP) is widely used and has a great fitting performance. GP is expressed as follows:
\[
f(x) = \mu(x) + \sigma(x) \exp \left[ -\frac{1}{2} \left( \frac{x - \mu(x)}{\sigma(x)} \right)^2 \right] 
\]
(34)
where \( \mu(x) \) is the mean function and \( \sigma(x) \) is the standard deviation. To simplify the calculation, suppose \( \mu(x) = 0 \), then \( f(x) \sim \exp \left[ 0, k(x, x') \right] \). The prior distribution of the objective function can be expressed as:
\[
p(f_{i,1} | C_{i,1}) \sim \mathcal{N}(0, K_{x}) 
\]
(35)
where \( \mathcal{N}(*) \) is the Gaussian distribution probability density function, \( f_{i,1} = \{f_1, f_2, \ldots, f_i\} \) is the set of evaluated sample points, and \( K_{x} \) is the covariance matrix from the covariance function as shown in (36).
\[
K_{x} = \begin{bmatrix}
k(x_i, x_i) & \cdots & k(x_i, x_j) \\
\vdots & \ddots & \vdots \\
k(x_i, x_i) & \cdots & k(x_i, x_j)
\end{bmatrix} 
\]
(36)

When a new evaluation sample \( (x_{i+1}, f_{i+1}) \) is added to the sample set, (37) is used to update the covariance matrix, and (38) is used to estimate the posterior probability of \( f_{i+1} \):
\[
K_{x+1} = \begin{bmatrix}
K_{x} & k_{i+1}^T \\
k_{i+1} & k_{i+1}
\end{bmatrix} 
\]
(37)
\[
p(f_{i+1} | C_{i,1}, x_{i+1}, x_{i+1}^*) \sim \mathcal{N}(\mu_{i+1}, \sigma_{i+1}^2) 
\]
(38)
\[
\mu_{i+1} = k_{i+1}^T K_{x+1} f_{i,1} 
\]
\[
\sigma_{i+1}^2 = k_{i+1}(x_{i+1}, x_{i+1}) - k_{i+1}^T K_{x+1}^{-1} k_{i+1}
\]
\[
k_{i+1} = k(x_i, x_{i+1}), k(x_i, x_{i+1}), \ldots, k(x_i, x_{i+1})
\]
where \( \mu_{i+1} \) represents the predicted mean, and \( \sigma_{i+1}^2 \) represents the predicted covariance.

2) Acquisition function

The acquisition function is the basis for searching the next input point of the operation level. Here, expected improvement (EI) is used as the acquisition function. EI is defined as the expectation of the improved function \( u(x) = \max(0, f(x) - f^*) \), where \( f^* \) is the optimal value in the evaluated sample set. The acquisition function is defined as follows:
\[
AC = E[u(x) | x_{i+1}, C_{i,1}] = (\mu_{i+1} - f^*) \Phi \left( \frac{\mu_{i+1} - f^*}{\sigma_{i+1}} \right) + \sigma_{i+1} \phi \left( \frac{\mu_{i+1} - f^*}{\sigma_{i+1}} \right)
\]
(39)
where \( \Phi(*) \) is the cumulative density function of the standard normal distribution.
normal distribution, and \( \phi(\cdot) \) is the probability density function of the standard normal distribution. The next evaluation point is collected according to (40):
\[
x_{+i} = \arg \max \, AC(x)
\]

(40)

D. Model solving process

The proposed bi-level optimization model is solved by the Bayesian integrated method. Here, two stopping criteria are used: “Max iterations number” and “Max stall iterations number.” The flowchart and the specific implementation are as follows:

![Flowchart](attachment:flowchart.png)

Fig. 2. Model solving process.

1) Set the iteration counter and the stall iteration counter to \( I = 0 \) and \( I^* = 0 \), respectively.

2) If the iteration counter is greater than or equal to the initial number of iterations, go to Step 3; otherwise, randomly select the initial evaluation point based on the range of the DWG capacity, and then go to Step 4).

3) Fit the set of evaluated samples using the PSM and select the next evaluation point through the acquisition function.

4) Solve the multi-period DWG operation model is solved according to the selected evaluation point. Obtain and send the minimum average CR to the upper-level.

5) Calculate the objective function of the upper-level using Formula (31). Update the sample set with the evaluation and evaluation values.

6) Update iteration counter: \( I = I + 1 \).

7) If the iteration counter equals the maximum number of iterations, output the connectable capacity of the DWG; otherwise, go to Step 8).

8) If the evaluation value is less than or equal to the optimal value in the evaluated sample set, update the stall iteration counter \( I^* = I^* + 1 \), and go to Step 9); otherwise, update the optimal value in the evaluated sample set \( f^* = f_i \), reset the stall iteration counter to \( I^* = 0 \), and go to Step 2).

9) If the stall iteration counter equals the maximum number of stall iterations, output the connectable capacity of the DWG; otherwise, go to Step 2).

IV. Case Study

A. Case description

1) Scenario analysis

To choose a reasonable operation period, scenario analysis is performed firstly, based on one-year wind speed data in Northern Scotland [25] as shown in Fig. 3.

![Wind speed data](attachment:wind_speed_data.png)

Fig. 3. One-year wind speed data

The change in wind speed throughout the year presents seasonal characteristics. Obviously, the average wind speed and fluctuations in summer are smaller than those in winter. Therefore, all wind speed scenarios can be divided into two typical scenarios. Meanwhile, the wind speed scenarios of different months in the same typical scenarios are similar. For example, the wind speed scenario in May is like that in June. In addition, one-month wind speed scenarios are more abundant than one-day scenarios, and the timing characteristics are more significant. Thus, the operation period is set to one month. Furthermore, given that January is the strongest wind month and stresses the network to the most extent, January is selected as the reference scenario. Hourly wind power production (relative to capacity) and demand (relative to peak demand) are based on those provided in [8], as shown in Fig. 4. Five typical scenarios are generated to describe the uncertainty of DWG by K-means, as shown in Appendix A.

![Wind power generation and demand](attachment:wind_generation_demand.png)

Fig. 4. Hourly wind power generation (reference scenario, relative to capacity) and demand (relative to peak demand) [8].

2) Test system and the data

The proposed method is applied to a sample radial section of the Irish 38-kV distribution network [26], as shown in Fig. 5. The line impedance is given in Table I. Each line between the DWG and the bus is assumed to be short enough for its impedance to be ignored. The voltage limits of each bus are given in Table II. The peak demand data are provided in Table III. The minimum power factor of each DWG is set to 0.9. The model is simulated on Matlab2018a, and the lower-level is solved with CPLEX.
Although the correlation between 

12th to 15th iterations show significant volatility due to the very small number of iterations (8 iterations compared to 5-dimensions of the evaluation point), which results in the insufficient accuracy of the PSM-based fitting.

Compared with the first 14 iterations, the evaluation values in the following iterations are similar, and the average CR obtained from the operation-level can meet the CR limit, indicating that after 14 iterations, the coupling correlation of operation and evaluation can be described by the PSM. The entire trace shows that when the obtained average CR cannot meet the CR limit, the value will become extremely small, demonstrating that the penalty term \((M*\delta)\) in Formula (31) can make an evaluation point gradually meet the CR limit and an optimal point fall to the feasible region.

C. Diverse evaluation results

Several reasonable connectable capacity evaluation results with an average CR limit of 10% are shown in Table IV. The average CR in each result is approximately 10%, and the total capacity in each result is not very different. The CR is a relative value, as shown in Formula (14). Thus, for the first result, although the CR of the 2nd DWG seems significantly different from that of the 4th DWG, the absolute average generation curtailment between the two DWGs is not very different (the absolute curtailment of the 2nd DWG is 0.808 MW, while that of the 4th DWG is 0.717MW). In other results, a large CR does not mean a large absolute curtailment.

B. Bayesian integrated capacity evaluation trace

The evaluation trace of the Bayesian integrated method with the average CR not exceeding 10% is obtained, as shown in Fig. 6. To observe the iteration trace of the method, 50 iterations were performed.

The overall trend shows that when the iterations counter is less than 14, the evaluation value (\(Z_2\) in objective function (31)) changes significantly. Although the correlation between evaluation and operation can be described by the PSM based on the evaluated sample set, after the steady improvement of the evaluation values in the 8th to 11th iterations, the values in the
The total DWG output, network losses, and demand in each period are shown in Fig. 8. To facilitate analysis, all data is converted into per-unit values. Generally, the integration of DWG can reduce network losses, but the general trend indicates that when the DWG output is greater, the network loss is also relatively larger. This phenomenon may be attributed to the goal of the operation, which is to accommodate the output of DWG rather than minimize network losses. When the wind speed is fast, the power flow direction in the distribution network may change from the end bus to the head bus. According to the system parameters, the resistance of line 56 is 10.44 ohms, which is the largest resistance among all lines, and the capacity of the DWG installed at bus 6 is 7.28 MW, which far exceeds the peak demand in bus 6, indicating that some periods will have a large amount of power from bus 6 to bus 5, causing huge network losses.

Fig. 7. CRs of each DWG in each period.

The total DWG output, network losses, and demand in each period are shown in Fig. 8. To facilitate analysis, all data is converted into per-unit values. Generally, the integration of DWG can reduce network losses, but the general trend indicates that when the DWG output is greater, the network loss is also relatively larger. This phenomenon may be attributed to the goal of the operation, which is to accommodate the output of DWG rather than minimize network losses. When the wind speed is fast, the power flow direction in the distribution network may change from the end bus to the head bus. According to the system parameters, the resistance of line 56 is 10.44 ohms, which is the largest resistance among all lines, and the capacity of the DWG installed at bus 6 is 7.28 MW, which far exceeds the peak demand in bus 6, indicating that some periods will have a large amount of power from bus 6 to bus 5, causing huge network losses.

Fig. 8. Total DWG output (relative to 14MW), network loss (relative to 0.45MW) and demand (relative to peak demand) in each period.

E. Parameter analysis on CR

1) Performance of the method under different CR limits

To analyze the performance of the Bayesian integrated algorithm under different CR limits, the model is solved with a CR limit = 15%, 20%, 30%, as shown in Fig. 9. Although the Bayesian integrated algorithm converges to the optimal value after 9 iterations when the CR limit = 10%, 35 iterations are still performed here for stability. Furthermore, the selection of the initial evaluation points (the first four iterations) is the same to compare the difference in objective function values under different CR limits. For the first four iterations, the objective function value increases with the CR limit because as the CR limit increases, the penalty term in Equation (31) decreases. When the CR limit is 10%, 15%, 20%, and 30%, the curves start to flatten from the 15th, 13th, 12th, and 9th iterations, respectively, indicating that the larger the CR limit is, the faster the algorithm converges. This phenomenon occurs because models with different CR limits are solved within the same DWG capacity search range (each DWG capacity search range is [0MW, 20MW]); the larger CR limit is, the larger the feasible range is, and the correlation between operation and evaluation can be better described by the Bayesian integrated method.

Fig. 9. Evaluation trace with different CR limit.

2) Constraints without renewable accommodation policy

Constraints without a renewable accommodation policy are implemented (CR limit = 0), and the model is solved with the first scenario. In this case, the entire output of the DWG is injected into the network, and the connectable capacity of the DWG is only constrained by the distribution network security, which is the defined basic hosting capacity. Thus, the capacity (8.916 MW) is significantly less than that of CR = 10%. The total DWG outputs and network losses under different CR limits are compared, as shown in Fig. 10. After power curtailment is implemented, renewable accommodation is greatly promoted, and network losses are significantly reduced.

Fig. 10. Total DWG output (relative to 14MW) and network loss (relative to 0.7MW) in each period with different CR limits.

3) Full sensitivity analysis

The sensitivity curve that represents the connectable capacity of the DWG under a wide range of CR limits is shown in Fig. 11. On the basis of the observed points, inverse regression, linear regression, and quadratic regression were used to fit the curve.

Fig. 11. Sensitivity curve of connectable capacity fitted with different regression models.

The fitting function and effect are shown in Table V. According to the definition of CR in (14), the average CR is inverse the total capacity. Therefore, the fitting effect of inverse proportional regression is better than those of linear regression.
and quadratic regression. The sensitivity curve indicates that the connectable capacity of DWG increase as the limit on allowed curtailments is relaxed, and they show an inverse correlation.

<table>
<thead>
<tr>
<th>Regression model</th>
<th>Function</th>
<th>R-squared</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inverse proportional</td>
<td>$y = \frac{129.98}{x} - 190.68$</td>
<td>0.929</td>
</tr>
<tr>
<td>Linear</td>
<td>$y = 492.17 x - 79.305$</td>
<td>0.594</td>
</tr>
<tr>
<td>Quadratic</td>
<td>$y = 1465.27 x^2 - 680.044 x + 57.454$</td>
<td>0.865</td>
</tr>
</tbody>
</table>

Note: $x$ present CR Limit, $y$ present evaluated connectable capacity. R-squared is the goodness of fit, indicates how well the regression curve fits the observations, the larger the R-squared, the better the fitting effect.

F. Accuracy and efficiency of Bayesian integrated method

To verify the effectiveness and accuracy of the proposed method. The initial NLP model is compared with the LP model. Moreover, the Bayesian integration method is compared with the GA, PSO, and the simulated annealing algorithm (SAA). All methods are implemented on the reference scenario, and the results are shown in Table VI.

<table>
<thead>
<tr>
<th>Model/Algorithm</th>
<th>Total Capacity (MW)</th>
<th>Solving time</th>
</tr>
</thead>
<tbody>
<tr>
<td>NLP (lower-level)</td>
<td>Infeasible</td>
<td>Infeasible</td>
</tr>
<tr>
<td>LP (lower-level)</td>
<td>Infeasible</td>
<td>7.9 min</td>
</tr>
<tr>
<td>GA</td>
<td>14.95</td>
<td>14.03h</td>
</tr>
<tr>
<td>PSO</td>
<td>14.95</td>
<td>12.62h</td>
</tr>
<tr>
<td>SAA</td>
<td>14.50</td>
<td>9.22h</td>
</tr>
<tr>
<td>Bayesian integrated method</td>
<td>15.26</td>
<td>71 min</td>
</tr>
</tbody>
</table>

The initial model is not solvable using CPLEX. After gradually linearizing, the lower-level is converted into a LP model, which can be solved by CPLEX in 7.9 min. Fig. 6 shows that the proposed regression-based method converged to the optimal value after nine iterations, which takes 4278 s (i.e., approximately 71 min) (on a PC, Intel Core5 2.8GHz, 8GB of RAM). If GA, SAA, or PSO is used with the same lower-level LP model (the population size for GA and PSO is set to 20), the time consumed is at least 9.22 h. This result shows that Bayesian optimization with regression as the essence can effectively simulate the correlation between evaluation and operation to increase the convergence speed. Meanwhile, the evaluation results of the GA, PSO, the SAA, and the Bayesian integrated method are very close, verifying the accuracy of the proposed method. Overall, the computational cost can be significantly reduce using proposed method, and this advantage will become more apparent as the system scale or operation period increases.

G. Larger system evaluation

To further verify the efficiency and benefit of the method, 33 [27], 69 [28], 85 [29], and 141-bus systems [30] are tested on the reference scenario via the proposed method. Since that the purpose of this part is to verify the efficiency, 20 operation periods are sampled from 744 periods for evaluation based on Monte Carlo simulation. The number of iterations and the convergence time are summarized in Table VII. The results indicate that the maximum number of lower-level evaluations (i.e., iterations) in all systems is only 12. This result again verifies that the regression-based Bayesian integrated optimization method would reduce the number of evaluations by effectively simulating the coupling correlation between evaluation and operation. Furthermore, given the computational time of each evaluation depends on the system scale, the overall convergence time of the 141-bus system is much longer than that of the 6-bus system. In addition, as the scale of the system increases, the difference between the solving time of the Bayesian integrated optimization method and that of the traditional method continuously increases, again showing that the efficiency advantage of the proposed method will become more apparent as the system scale increases.

The “number of iterations to converge” does not depend on the scale of the system. The proposed method can be regarded as a regression-based search algorithm. The iteration numbers mainly depend on the correlation between the search range and the feasible region. For all systems, except the 6-bus system, the DWG capacity search range is set to [0 MW, 15 MW]. Obviously, under the same search range, the smaller the feasible region is, the more iterations are needed. According to the processing of soft constraints by Formulas (31) and (32), when the average CR exceeds the CR limit, the objective function will be penalized, and its value will decrease. Describing the correlation between operation and evaluation is unfavorable for the PSM. In this case, more evaluation points must be obtained through iteration. Thus, under the same search range, the greater the optimal value (connectable capacity) is, the larger the number of DWG capacity that meets Constraint (16) and the fewer the iterations needed are.

V. Conclusion

A Bayesian integrated optimization method is designed to solve the proposed bi-level coordinative model for evaluating the connectable capacity of DWG in distribution networks when the policy of renewable accommodation is in place. The following conclusions are drawn.

1) The coordinative optimization of evaluation and operation can provide advice for the variable capacity expansion of the distribution network through maximizing the capacity of DWG and improving energy utilization under a specific renewable policy.

2) Efficiency analysis shows Bayesian optimization with regression as the essence that enables the proposed method to find the optimum after a few iterations. The efficiency of the method is at least 7–11 times better than that of traditional intelligent optimization algorithms. This advantage will become more apparent as the system scale increases.

3) The integration of CR and DWG control can significantly promote renewable accommodation and reduce network losses. Parameter analysis shows that the proposed method can efficiently evaluate connectable capacity under different renewable accommodation policies, and the CR
Appendix A

The algorithm flow of K-means is as follows:

Taking $N_m$ samples $\{S^1, S^2, \ldots, S^m\}$ in the sampling period as the initial sample set, $K$-means clustering method is used to cluster the initial samples into $K$ scenarios based on similarity. The calculation steps are as follows:

1) Randomly select $K$ samples from $N_m$ samples as cluster centers denoted as $\mu_1, \mu_2, \ldots, \mu_K$, and denote the $k$-th cluster as $C_k$.

2) For sample $S^m$, calculate the distance between it and each cluster center based on the Euclidean distance shown in (A1), select the cluster center with the smallest distance, and classify it into the class where the cluster center is located.

$$d(S^m, \mu) = \sqrt{(x_i^m - \mu)^2 + \cdots + (x_i^m - \mu)^2} = \sqrt{\sum_{i=1}^{T} (x_i^m - \mu)^2}$$

(A1)

where $T$ represents the dimension of the sample, which in this paper represents the number of operation periods.

3) After all samples are classified, calculate the number of samples in each cluster and take the average of all the samples classified into the cluster to obtain new cluster centers:

$$\mu_k = \frac{1}{N_k} \sum_{S^m \in C_k} S^m$$

(A2)

4) Calculate the convergence criterion, where $\tau$ is the number of iterations:

$$E(\tau) = \sum_{k=1}^{K} \sum_{S^m \in C_k} d(S^m, \mu)$$

(A3)

5) Judge whether the iteration has converged. If $|E(\tau) - E(\tau - 1)| < \epsilon$, stop the iteration and output the iteration result. Otherwise, go to 2).

6) After convergence, calculate the probability of each scenario:

$$\pi_i = \frac{N_i}{N_m}$$

(A4)

The generated scenarios, which are expressed by the difference with the reference scenario, are shown as Fig. A1.

![Fig. A1 Typical scenarios of wind power generation (compared with the reference scenario).](image-url)


