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Abstract

A common theme in the study of logics over finite structures is adding auxiliary predicates to enhance expressiveness and convey additional information. Examples include adding an order or arithmetic for capturing complexity classes, or the power of real-life declarative languages. A recent trend is to add a data-value comparison relation to words, trees, and graphs, for capturing modern data models such as XML and graph databases.

Such additions often result in the loss of good properties of the underlying logic. Our goal is to show that such a loss can be avoided if we use pattern-based logics, standard in XML and graph data querying. The essence of such logics is that auxiliary relations are tested locally with respect to other relations in the structure. These logics are shown to admit strong versions of Hanf and Gaifman locality theorems, which are used to prove a homomorphism preservation theorem, and a decidability result for the satisfiability problem. We discuss applications of these results to pattern logics over data forests, and consequently to querying XML data.

Categories and Subject Descriptors F.4.1 [Mathematical Logic and Formal Languages]: Mathematical Logic—Computational logic

Keywords First-order Logic, Pattern, Finite Model Theory, Gaifman-locality, Hanf-locality, Homomorphism Preservation Theorem, data-value, Graph Database, XML, Data-Tree

1. Introduction

A common theme in the study of logics over finite structures is adding auxiliary relations and investigating the extra expressiveness they provide. Such auxiliary relations may serve several purposes. They may provide information about presentations of structures that is otherwise not available (for instance, an ordering of graph vertices). They may provide operations on the underlying domain to make logics closer to practical features that they are modeling (for instance, arithmetic operations are a common feature of real-life database query languages). And sometimes they provide extra features as models evolve (an example of this is the study of data trees as a better abstraction of XML data than trees themselves). We now illustrate these in more detail.

• In the study of logics capturing complexity classes (cf. [26, 30, 32]), one usually adds an auxiliary relation that specifies an ordering of the domain. The goal is to bridge the gap between machine models, that can talk about a particular presentation, and logics, that cannot distinguish isomorphic structures.

• In the study of embedded finite models (cf. [26]), one adds arbitrary auxiliary relations, for instance arithmetic operations. The goal is usually to simulate the expressiveness of real-life query languages over finite databases, as those use extra operations on the domain.

• In the study of data models underlying modern database applications – such as XML and graph data – one distinguishes the basic structure (e.g., a tree for XML) and data that such basic structures carry. The latter is often modeled by a predicate expressing the property that two vertices carry the same data items, i.e., a data equality predicate, resulting in data words, data trees, and data graphs [7, 14–16, 34, 41].

With such auxiliary relations, one usually tries to control the power of the resulting logic. In the case of adding orderings, one does this by insisting on invariance of definable properties: they need not depend on a particular ordering that is used. Still, the mere presence of an order or a successor relation enhances the power of logic [32, 38]. At the same time, one can establish useful properties of definable queries, for instance, locality [4, 27] or bounds on their expressiveness [10, 22, 37, 40]. For embedded finite models, the spirit of the restrictions is similar: invariance under one-to-one mappings of the domain of structure. A typical result would state that adding arbitrary auxiliary relations yields no more power than adding an order under such invariance, cf. [26].

In the case of adding the data equality predicate, restrictions guaranteeing good behavior of logics are of a different nature. The study of such predicates started with words and trees, on which first-order logic (FO) and monadic second-order logic (MSO) are undecidable, which explains the interest in preserving decidability and connection with automata in the presence of data. The standard restriction guaranteeing decidability is to the two-variable fragment, FO², see [15, 16], or extensions thereof [14, 42].

We are interested in different types of restrictions guaranteeing good properties of logics with auxiliary relations. Our primary motivation comes from studying logics over advanced data models such as XML and graph data, where auxiliary relations capture the notion of adding data values. A concrete example is shown in Fig. 1. In this tree, nodes have labels from a finite alphabet \( \{a, b, c\} \), and they also come equipped with data values from an infinite set, in this case, \( \mathbb{N} \). One represents such a tree as a structure that has the usual child relation, unary labeling predicates for alphabet letters,
and the data equality predicate for data values (instead of infinitely many unary predicates); we write \( x \sim y \) if nodes \( x \) and \( y \) have the same data value (as shown by the dashed lines in the figure).

Restrictions such as invariance are simply not relevant in this setting (and invariant properties cannot say anything interesting about data values). Using FO\(^2\) makes the logic too weak: many languages studied in the context of XML with data [3, 13, 35, 36, 44] or graphs with data [7, 34] need to go beyond the two-variable fragment.

Thus, we would like to find restrictions on logics with auxiliary relations that, while sufficiently expressive, do not impose too severe restrictions. The idea of such restrictions is motivated by practical languages for XML and graph data. A key notion in many of them is that of a pattern: essentially a small subgraph, or a subtree, that needs to be matched in a large data set. These often provide the basis for language constructors, for instance, for the navigational language XPath [35, 36], or path queries over graphs [7, 23]. Patterns also provide a standard abstraction of incomplete data in relational, XML, and graph models [1, 2, 8, 9, 29].

An example of a pattern in a tree is a node labeled \( a \) that has an \( a \)-child with the same data value and a \( b \)-child with a different data value; this is clearly matched in the data tree in Fig. 1 by the root and its two children.

Patterns are highly useful as query language constructors for at least two different data models, and at the same time, pattern-based logical languages provide a restriction on the use of auxiliary relations that makes it possible to recover nice properties of the underlying logic. The restriction imposed by patterns is that the use of auxiliary relations becomes local: we check those predicates for elements of the domain that are close to each other in the structure. In the above example, we check data equality of a node and its child, which are at distance one in the tree.

Our goal is to show that pattern-based logics with auxiliary relations behave well without imposing very restrictive conditions such as invariance or two-variable limitation. In fact, this good behavior is due to the local nature of auxiliary predicates.

The particular questions we investigate are inspired by applications of logical formalisms with data equality predicate in querying XML and graph data. These questions are split into three groups. The first one concerns the expressiveness of logics, which is a standard subject for investigation. The second one has to do with the homomorphism preservation theorem. This choice is motivated by both the importance of the result in finite model theory ([39] proved that it holds over the class of all finite structures, solving a long-standing open problem; it also holds for several well-behaved classes of finite structures [6, 18]) and its applications in the data management field (e.g., in handling incomplete information in databases [25], in characterizing classes of schema mappings in data exchange [43], and in rewritability of ontology-mediated queries [11]). The third group deals with the basic decidability question, which in fact motivated two-variable restrictions for logics over data words and data trees.

Our main contributions are as follows.

1) Motivated by logics used for querying XML and graph data, we define a pattern logic with auxiliary relations, and an equally expressive logic: FO with local auxiliary relations.

2) When it comes to the expressiveness of the logic, we prove analogs of Hanf and Gaifman locality properties [24, 28] (see also [19, 32]), with neighborhoods defined without using the auxiliary relations. These stronger versions of well known locality theorems give us easy tools to prove expressivity bounds for pattern logics.

3) We prove a homomorphism preservation theorem for pattern logics. It works over classes of structures that include, among others, ranked data trees. Crucially, such classes are defined without mentioning auxiliary relations; for instance, we can specify classes of trees so that the homomorphism preservation theorem would hold on them when the data equality predicate is added. Ranked data trees provide just one example of a class of structures for which the result holds; we state the condition in terms of closure and structural properties of the class. We also discuss applications of this result in querying XML data.

Note that such a result does not follow from Rossman’s theorem [39], since trees are not FO-definable, nor from other results on homomorphism preservation [6, 18] which impose restrictions that are violated by adding the data equality relation. Homomorphism preservation results in the finite [6, 18, 39] are rather hard to obtain, and our result requires a considerable effort too, crucially relying on the revised form of Gaifman locality theorem.

4) We show a decidability result for pattern logics. It is given for classes of structures which include data words and ranked data trees; we further show that the logic continues to be decidable when one adds the sibling ordering and other relations (for instance, other equivalence relations).

Thus, we retain decidability without such strong restrictions on expressiveness that the two-variable fragment imposes. In the case of unranked data trees, however, we show undecidability of the pattern logic.

Organization. Basic definitions are given in Section 2. In Section 3 we define pattern logics and logics with local auxiliary relations. Section 4 proves locality theorems, and Section 5 shows the homomorphism preservation theorem and explains some of its application. In Section 6 we discuss decidability of pattern logics. Section 7 offers concluding remarks.

2. Preliminaries

Relational Structures A relational vocabulary \( \sigma \) is a finite set of relation symbols, each with a specified arity. A \( \sigma \)-structure \( \mathcal{A} \) consists of a universe \( A \) (also called a domain) and an interpretation \( R^\mathcal{A} \subseteq A^n \) for each \( R \in \sigma \) of arity \( m \). We normally use \( A, B, \ldots \) to denote the universe of \( \mathcal{A}, \mathcal{B}, \ldots \).

Let \( \sqcup \) denote the disjoint union of sets (i.e., \( A \sqcup B = A \cup B \) if \( A \cap B = \emptyset \)). Let \( \oplus \) denote the disjoint union of \( \sigma \)-structures, that is, \( \mathcal{A} \oplus \mathcal{B} \) has universe \( A \sqcup B \) and \( R^\mathcal{A} \oplus R^\mathcal{B} = R^\mathcal{A} \sqcup R^\mathcal{B} \) for every \( R \in \sigma \). A graph is a structure \( G = (V, E) \), where \( E \) is a binary relation that is symmetric and irreflexive. Thus, our graphs are undirected, loopless, and without parallel edges.

A \( \sigma \)-structure \( \mathcal{B} \) is called a substructure of another \( \sigma \)-structure \( \mathcal{A} \) if \( B \subseteq A \) and \( R^\mathcal{B} \subseteq R^\mathcal{A} \) for every \( R \in \sigma \). In that case
we write $B \subseteq A$. A substructure $B$ is an induced substructure if $R^B = R^A \cap B^m$ for every $R \in \sigma$ of arity $m$. For $A' \subseteq A$ we write $|A'|$ for the induced substructure of $A$ with domain $A'$. For $\sigma' \subseteq \sigma$, the $\sigma'$-induced substructure of $A$, denoted by $|A'|^{\sigma'}$, is the restriction of $A$ to the signature $\sigma'$.

The Gaifman graph of a $\sigma$-structure $A$, denoted by $G(A)$, is the undirected graph whose set of nodes is the universe of $A$, and whose edges are pairs $(a, a')$ of distinct elements of $A$ that appear together in some tuple of a relation in $\sigma$.

Let $G = (V, E)$ be a graph. Recall that the distance between two vertices $u$ and $v$ is the length of the shortest path from $u$ to $v$. For a vertex $u$ and an integer $r \geq 0$, the $r$-neighborhood of $u$ in $G$, denoted by $N^r_G(u)$, is the set of vertices at distance at most $r$ from $u$. In particular, $N^0_G(u) = \{u\}$. For a tuple $\bar{u} = (u_1, \ldots, u_m)$, we let $N^r_G(\bar{u}) = \bigcup \{N^r_G(u_i) \mid 1 \leq i \leq m\}$. Where this causes no confusion, we also write $N^r_G(\bar{u})$ for the subgraph of $G$ induced by this set of vertices.

For a structure $A$ and a vector $\bar{a}$ of elements of $A$, we define the $r$-neighborhood $N^r_A(\bar{a})$ as the induced substructure with the universe $N^r_A(\bar{a})$ expanded with $|\bar{a}|$ constant symbols interpreted as the elements of $\bar{a}$. In particular, if two neighborhoods $N^r_A(\bar{a})$ and $N^r_B(\bar{b})$ are isomorphic, which is denoted by $N^r_A(\bar{a}) \cong N^r_B(\bar{b})$, it means that there is an isomorphism that sends $\bar{a}$ to $\bar{b}$.

**Data trees and forests.** These structures received much attention as of late, being an abstraction of XML documents with data. The structure of XML documents is normally modeled as a tree; in data trees, we add a data value from an infinite domain to each node. The usual way to represent this as a first-order structure is by means of an equivalence relation $\sim$ on nodes whose meaning is that two nodes carry the same data value, see Fig. 1.

We now give precise definition, generalizing slightly the standard ones from [14–16, 41]. For a vocabulary $\sigma = \tau \cup \{\text{ch}\}$, we say that a $\sigma$-structure $A$ is a $\tau$-tree if $\text{ch}_A$ is the child relation of a finite tree. Over $\tau$-trees, we use “root”, “parent”, “child”, “sibling”, etc., to make reference to elements of the $\text{ch}$-induced tree. For any $\tau$-tree $A$, we say that $\text{sib}$ is a sibling order for $A$ if it is the union, over all elements $a$ in $A$, of total linear orders on sets of $a$’s siblings $\{b \in A \mid (a, b) \in \text{ch}_A\}$. We say that a $\tau$-tree $A$ is $k$-ranked if every element of $A$ has at most $k$ children. We write root$_A(\bar{a})$ to denote the root element of $A$. Given a tree $A$ and an element $a \in A$, by $A/a$ we denote the induced substructure given by the subtree rooted at $a$.

The class of data trees $\mathcal{DT}$ is the class of all $\tau$-trees where $\tau$ has monadic relations and one binary equivalence relation $\sim$. The class of data forests $\mathcal{DF}$ is the class of disjoint unions of data trees, i.e., $A_1 \ast \cdots \ast A_m$ for $m \in \mathbb{N}$ such that $A_1, \ldots, A_m \in \mathcal{DT}$. By $\mathcal{DF}_k$ we denote the class of data forests in which every data tree is $k$-ranked.

**First-Order Logic (FO)** Let $\sigma$ be a relational vocabulary. Formulæ of $\sigma$ are obtained by closing relational atomic formulæ $R(x_1, \ldots, x_m)$, where $R \in \sigma$ is of arity $m$, and atomic equality formulæ $x = y$ under conjunction $\land$, disjunction $\lor$, negation $\neg$, existential $\exists$ and universal $\forall$ quantification. The semantics is standard. We write $A \models \varphi(\bar{a})$ if $\varphi$ is true in $A$ when its free variables are interpreted by the tuple of elements $\bar{a}$. The quantifier rank of a first-order formula is the maximum depth of quantifier nesting in it.

The class $\exists\mathsf{Pos}$ of existential-positive formulæ is the closure of atomic formulæ under conjunction, disjunction, and existential quantification. By substituting variables, one can eliminate equalities in $\exists\mathsf{Pos}$ formulæ.

**Locality.** FO formulæ are known to exhibit locality properties, most commonly formulated in terms of theorems by Hanf and Gaifman. Define $(A, \bar{a}) \models_r (\emptyset, \bar{b})$ for $\bar{a} \in A^n$ and $\bar{b} \in B^n$ if there exists a bijection $f : A \to B$ such that $N^r_A(\bar{a}) \cong N^r_B(\bar{f}(\bar{c}))$ for every $c \in A$. Hanf’s locality theorem states that for every FO formula $\varphi(x)$, there exists a number $r$ such that $(A, \bar{a}) \models_r (\emptyset, \bar{b})$ implies that $A \models \varphi(\bar{a})$ if and only if $\emptyset \models \varphi(\bar{b})$. In fact $r$ can be taken to be $(3^k - 1)/2$, where $k$ is the quantifier rank of $\varphi$.

It was originally stated by Hanf in [28] for infinite models, and then restated for sentences over finite models in [22]; the present formulation is from [32]. To state Gaifman’s theorem, note that for every integer $r \geq 0$, there is an FO formula $\delta(x, y) \leq r$ stating that the distance between $x$ and $y$ in the Gaifman graph is at most $r$. Let $\delta(x, y) > r$ be the negation of this formula. Note that $\delta(x, y) \leq r$ could be expressed in $\exists\mathsf{Pos}$, by a formula whose quantifier rank is bounded by $r$ plus the maximum arity of a relation of $\sigma$ (in fact it can even be logarithmic in $r$).

Define $r$-local formulæ $\psi^r(x)$ as formulæ in which all quantifiers are restricted to the $r$-neighborhood of $x$, i.e., formulæ that are either of the form $\exists y (\delta(x, y) \leq r \land \ldots)$ or of the form $\forall y (\delta(x, y) \leq r \to \ldots)$. A basic FO local sentence is

$$\exists x_1 \ldots \exists x_n \left( \bigwedge_{1 \leq i < j \leq n} \delta(x_i, x_j) > 2r \land \bigwedge_{i \leq n} \psi^r(x_i) \right),$$

where $\psi^r(x)$ is an $r$-local formula. Gaifman’s theorem [24] says that every FO sentence $\varphi$ is equivalent to a Boolean combination of basic FO local sentences. Here $r$ is exponential in the quantifier rank of $\varphi$.

**Auxiliary relations.** We often deal with a situation where the vocabulary is split into two kinds of relations: main and auxiliary ones. Throughout the paper we shall reserve $\tau$ for the vocabulary of auxiliary relations. If $\sigma$ and $\tau$ are two disjoint vocabularies, we write $\sigma\tau$ as an abbreviation of $\sigma \cup \tau$. For instance, in data trees, we can treat the equal-value relation $\tau$ as the auxiliary relation. In the study of invariance, $\tau$ typically contains a single binary relation interpreted as a linear order or a successor.

3. **Patterns and local auxiliary relations**

As discussed in the introduction, logical languages for XML and graph data are largely based on patterns (either tree or graph patterns) [3, 7, 9, 13, 23, 36]. Such a pattern is a small subtree or a subgraph that needs to have a match in the large database. On top of it, one might impose data values [2, 8, 12, 17, 34], for instance by means of the data equality predicate [14–16, 41]. An example of a pattern is the tree in Fig. 1. It has both the child and the data equality relations. Note that the tree (i.e., the reduct of the $\text{ch}$ relation) is connected, but the data equality relation on it could be arbitrary: in that example, it has three connected components.

We now generalize this to arbitrary structures. Assume that we have, as before, two disjoint vocabularies $\sigma$ and $\tau$. A $\sigma\tau$-pattern over $\sigma\tau$ is a $\tau$-$\sigma$-structure $P$ so that the Gaifman graph of its $\sigma$-reduct is connected (i.e., the graph $G(P_\sigma)$ is connected). We omit ‘over $\sigma\tau$’ if it is clear from the context.

Note that a $\sigma$-pattern over $\sigma\tau$ does include all the relations in $\tau$ as well, but it is only the $\sigma$-part of it that needs to be connected (like the tree in Fig. 1, where $\sigma$ is the child relation).

**Pattern logic.** For an arbitrary structure $A$, let $\Delta_A$ denote its positive diagram, i.e., the conjunction of all relational atomic formulæ true in $A$. If $|A| = n$, then $\Delta_A$ has $n$ free variables. For instance, if $A$ is a graph with edges $(v_1, v_2)$ and $(v_2, v_3)$, then $\Delta_A(x_1, x_2, x_3) = E(x_1, x_2) \land E(x_2, x_3)$. 
Fix $\sigma$ and $\tau$. Formulas of $\sigma$-pattern logic $\FO^\sigma_{\PAT}$ are defined as follows:

$$\varphi, \psi ::= S(\bar{x}) \mid x = y \quad S \in \sigma$$

$$\varphi \lor \psi \mid \varphi \land \psi \mid \neg \varphi$$

Where $\Delta_\sigma(\bar{x})$ is an $\sigma$-pattern.

That is, we restrict $\FO(\sigma\tau)$ by disallowing arbitrary atomic $\tau$-formulae, and only allowing them as part of pattern formulae $\Delta_\sigma$, so that the $\sigma$-reduct of $P$ is connected. The existential positive fragment (in which negation and universal quantification are disallowed) is denoted by $\exists\POs^\sigma_{\PAT}(\sigma\tau)$.

Note that this is the minimal definition of the logic: for instance, $S(\bar{x})$ is a particular case of a formula $\Delta_\sigma(\bar{x})$. In fact the logic can be compactly defined as

$$\varphi, \psi ::= (x = y) \mid \Delta_\sigma(\bar{x}) \mid \varphi \land \psi \mid \neg \varphi \mid \exists x \varphi$$

The formula $\Delta_\sigma(\bar{x})$ is a quantifier-free $\FO(\sigma\tau)$ formula; in particular its quantifier rank is zero. Note that if $P$ has universe $\{v_1, \ldots, v_n\}$, then $A \models \Delta_\sigma(a_1, \ldots, a_n)$ if and only if the mapping $f : v_i \mapsto a_i$, for $1 \leq i \leq n$, is a homomorphism from $P$ to $A$.

Patterns as those used for querying XML documents with data values are indeed such: one specifies a small connected part of the tree, and then adds an arbitrary data equality relation over it, see [8, 12, 17, 36, 41].

$\tau$-local formulae. We now present a slightly different way of looking at the pattern logic, by allowing $\tau$-predicates, but only in a “local” context. The resulting logic will be called $\FO_{\LOC}$. The idea of such local uses of predicates appeared previously not only in connection with patterns in data models, but also in connection with expressivity of logics in the finite [20].

To define it, we need an $\FO$ formula $\text{conn}_n(\bar{z})$ expressing that the $\sigma$-substructure induced by $\bar{z}$ is connected. That is, $A \models \text{conn}_n(\bar{a})$ if and only if $G(\{A|_\sigma\})_n$ has only one connected component. Note that while in general connectivity is not FO-definable, it makes these versions of locality easier to apply. One particular application is the separation of $\FO^\tau(\sigma\tau)$ from $\FO(\sigma\tau)$; others will be crucial for proving homomorphism preservation and decidability results.

Proposition 3.3. Let $\varphi(\bar{x})$ be a formula of $\FO^\tau(\sigma\tau)$ (or of $\FO^\tau(\sigma)$). There exists $r \geq 0$ so that $\varphi(\bar{a})$ is true in $A$ if and only if it is true in the $(\tau, r)$-localization of $A$, for every tuple $\bar{a}$ from elements of $A$.

Proof. Let $\varphi(x_1, \ldots, x_n) \in \FO^\tau(\sigma\tau)$ with quantifier rank $k$, and let $r = k + n$. Suppose $A$ is a $\sigma$-structure, $R \in \tau$, and $(b_1, \ldots, b_m) \in R^\tau$, so that for some $i, j \in \{1, \ldots, n\}$, $b_i$ and $b_j$ are at distance $> r$, that is, $N_{\tau}^{+\psi}(b_i) \cap N_{\tau}^{+\psi}(b_j) = \emptyset$. Let $A'$ be the structure resulting from removing $(b_1, \ldots, b_m)$ from $R$ in $A$. One can easily show by induction on the quantifier rank of $\varphi$ that, for every $a_1, \ldots, a_n \in A$ we have $A' \models \varphi(a_1, \ldots, a_n) \iff A' \models \varphi(a_1, \ldots, a_n)$. This is because, by definition of $\FO^\tau_{\LOC}$, $\varphi$ can only test for $R(x_1, \ldots, x_m)$ in conjunction with $\text{conn}_n(x_1, \ldots, x_m, y_1, \ldots, y_s)$ for some $y_1, \ldots, y_s$, which specifies that the elements denoted by $x_1, \ldots, x_m, y_1, \ldots, y_s$ form a connected component, and thus that every pair $x_i, x_j$ is at distance $\leq |\{x_1, \ldots, x_m, y_1, \ldots, y_s\}| \leq n + k = r$. By repeating this argument for all tuples $\bar{b}$ in a relation in which are not $r$-local, it follows that, for every structure $A$ and $a_1, \ldots, a_n$, in $A$, we have $A \models \varphi(a_1, \ldots, a_n)$ if and only if $A \models \varphi(a_1, \ldots, a_n)$, where $A$ is the $(\tau, r)$-localization of $A$.

It follows that if we define $\tau$-$\text{conn}(A)$ as $A|_{A_1} \oplus \cdots \oplus A|_{A_n}$, where the $A_i$'s are the maximal connected components of $G(\{A|_\sigma\})$, then $A$ and $\tau$-$\text{conn}(A)$ agree on all $\FO^\tau_{\LOC}(\sigma\tau)$ formulae.

Some $(\tau, r)$-local relations always exist: for instance, if $\tau$ contains a single binary relation symbol $S$, then every structure $A$ with a connected Gaifman graph has a $(S, 3)$-local successor relation; this follows from the fact that the cube of any connected graph is Hamiltonian [31].

4. Locality of pattern logics

The goal of this section is to show strong locality results for the pattern logic: one can prove analogs of Hanf and Gaifman theorems for $\FO^\tau(\sigma\tau)$ where neighborhoods are defined with respect to Gaifman graphs of $\sigma$-reductions only, i.e., $\tau$-relations do not count for computing the distance between two elements. This makes neighborhoods smaller, and thus easier to make isomorphic; consequently it makes these versions of locality easier to apply. One particular application is the separation of $\FO^\tau_{\PAT}(\sigma\tau)$ from $\FO(\sigma\tau)$; others will be crucial for proving homomorphism preservation and decidability results.

For a $\tau$-structure $A$, we use $\delta_\tau(a, b)$ to denote the distance between $a$ and $b$ in $G(\{A|_\sigma\})$, the Gaifman graph that takes into account only $\tau$-relations. Note that $\delta_\tau(a, b) \leq r$ can be expressed as an existential-positive $\FO(\sigma\tau)$ formula, and $\delta_\tau(a, b) > r$ as its negation. For $\bar{a} = (a_1, \ldots, a_n)$, by $\POs^\sigma(\bar{a})$ we mean the substructure $P_1 \oplus \cdots \oplus P_n$ of structures $P_i$ where $G(P_i|_{\sigma})$ is connected for every $i \in \{1, n\}$.
of $A$ induced by the set $\{b \mid \bar{a}_i \leq r \text{ for some } i \leq n\}$, together with $n$ additional constants, interpreted as the elements of $\bar{a}$. Note that while the elements of $N_n^{\bar{a}}(\bar{a})$ are those at distance $\leq r$ from $\bar{a}$ in $\mathcal{G}(\bar{a})$, the structure $N_n^{\bar{a}}(\bar{a})$ contains all the relations of $\sigma$ and $\tau$.

Given two $\sigma$-$\tau$-structures $A$ and $B$, we write $(\bar{a}, \bar{b}) \sqsubseteq_{d} (B, B)$ for $\bar{a} \in A^\sigma$ and $\bar{b} \in B^\tau$ if there exists a bijection $f : A \to B$ such that for every $c \in A$,

$$N_n^{\bar{a}}(\bar{a}c) \cong N_n^{\bar{b}}(\bar{b}f(c)).$$

We say that a formula $\varphi(\bar{x})$ is Hanf-$\tau$-local if there exists a number $d$ so that $(\bar{a}, \bar{b}) \sqsubseteq_{d} (B, B)$ implies that $A \models \varphi(\bar{a})$ if and only if $B \models \varphi(\bar{b})$. It exists by Hanf-locality of FO. Let $r$ be the radius yielded by Proposition 3.2, so that $A \models \varphi(\bar{a})$ if and only if $B \models \varphi(\bar{b})$. We then have that $d \geq r$ is the necessary radius. Indeed, if $(\bar{a}, \bar{b}) \sqsubseteq_{d} (B, B)$, then $A \models \varphi(\bar{a})$ and $B \models \varphi(\bar{b})$. Since $A \models \varphi(\bar{a})$, it then follows that $A \models \varphi(\bar{a})$ implies $B \models \varphi(\bar{b})$.

If $\tau$ has only unary predicates, then $FO_{\tau}(\sigma) = FO_{\tau}(\sigma) = FO(\sigma)$, since $conn_{\sigma}(x)$ is true for each $x$. However, with a single non-unary predicate in $\tau$, locality provides a separation result:

**Corollary 4.2.** $FO_{\tau}(\sigma) \subsetneq FO(\sigma)$ if and only if $\tau$ has at least one relation of arity $> 1$.

**Proof.** Let $\tau$ have a relation of arity $m > 1$. Let $\varphi$ say that $T$ is nonempty, i.e., $\exists x_1, \ldots, x_m T(x_1, \ldots, x_m)$. Assume $\varphi$ is definable in $FO_{\tau}(\sigma)$, and let $d$ witness its Hanf-$\tau$-locality. Take $A$ to be a structure on an $m$-element universe $\{a_1, \ldots, a_m\}$ in which all $\sigma$ and $\tau$ relations are empty, and let $B$ with the universe $\{b_1, \ldots, b_m\}$ be like $A$ except that $T^B$ contains a single tuple $(b_1, \ldots, b_m)$. Since each neighborhood $N_n^{\bar{a}}(\bar{a})$ is a singleton with all relations empty (and likewise for $B$), the map $f : a_i \mapsto b_i$, $i \leq m$ witnesses $A \sqsubseteq_{d} B$. However, $A \models \neg \varphi$ while $B \models \varphi$. This contradicts Theorem 4.1 and shows that $\varphi$ is not definable in $FO_{\tau}(\sigma)$. $\square$

As a consequence of Hanf-$\tau$-locality, we have the following condition, known as Gaifman locality for formulae with $\sigma$-relations:

**Corollary 4.3.** For every $FO_{\tau}(\sigma)$ formula $\varphi(\bar{x})$, there is a number $r \geq 0$ so that $N_n^{\bar{a}}(\bar{a}) \cong N_n^{\bar{a}_1}(\bar{a}_2)$ implies that $\bar{a}_1$ and $\bar{a}_2$ are indistinguishable by $\varphi$, i.e., $A \models \varphi(\bar{a}_1) \iff \varphi(\bar{a}_2)$.

We can also show a strengthening of Gaifman’s theorem for sentences. A basic $FO_{\tau}(\sigma)$ local sentence is of the form

$$\exists x_1 \ldots x_n \left( \bigwedge_{1 \leq i < j \leq n} \delta_{\sigma}(x_i, x_j) > 2r \land \bigwedge_{i \leq n} \psi^{\sigma}(x_i) \right),$$

where $\psi$ is an $FO(\sigma)$ formula with one free variable, and $\psi^{\sigma}(x)$ stands for the relativization of $\psi$ to $N_n^{\bar{a}}(x)$; that is, the result of replacing $\psi$ every subformula of the form $3y \theta$ by $3y \delta_{\sigma}(x, y) \leq r \land \theta$, and every subformula of the form $\forall y \theta$ with $\forall y \delta_{\sigma}(x, y) \leq r \land \theta$. The *locality radius* of a basic local sentence $\psi$ is $r$. Its *width* is $n$. The formula $\psi$ is called the *local condition*.

While syntactically (1) is not an $FO_{\tau}(\sigma)$ sentence, it can be expressed in this logic. Indeed, it is easy to see that (1) is definable in $FO_{\tau}(\sigma)$: the first conjunct only refers to $\sigma$-relations, and in $\psi^{\sigma}(x)$, quantification is relativized to the $\tau$-neighborhood of $x$, with respect to $\sigma$. Thus, for any occurrence of a $\tau$ relation $T(z_1, \ldots, z_k)$, we know that all the $z_i$’s must belong to the same connected component of $\mathcal{G}(\bar{a})$, and in particular be at distance at most $2r$ from each other. Hence, each such atomic formula can be replaced by $\exists y (T(z) \land conn_{\sigma}(z, x, y))$, where $y$ has $k \cdot (r - 1)$ variables witnessing paths from each of the $z_i$’s to $x$ of length at most $r$. This turns (1) into syntactically proper shape of an $FO_{\tau}(\sigma)$ sentence, and thus by Prop 3.1 it is also an $FO_{\tau}(\sigma)$ sentence.

We now have an analog of Gaifman’s theorem:

**Theorem 4.4.** Every $FO_{\tau}(\sigma)$ sentence is equivalent to a Boolean combination of basic $FO_{\tau}(\sigma)$ local sentences (1).

**Proof.** We make use again of Proposition 3.2, and of Gaifman’s Theorem for FO. Given a $FO_{\tau}(\sigma)$ sentence $\varphi$, by Gaifman’s Theorem for FO it is equivalent to a Boolean combination of basic FO local sentences $\psi_1, \ldots, \psi_s$ of the form (1). In particular, it is equivalent to such a boolean combination on the class of $(\tau, r)$-localized structures, where $r$ is as in Proposition 3.2. Over these structures, one can see that each basic FO local sentence $\psi_i$ with locality radius $r_i$ is actually equivalent to a basic $FO_{\tau}(\sigma)$ sentence with locality radius $\leq r - r_i$. We then have that over $(\tau, r)$-localized structures $\varphi$ is equivalent to a Boolean combination of basic $FO_{\tau}(\sigma)$ local sentences. Then, by Proposition 3.2, this generalizes to the class of all structures.

Note that, like for the analog of Hanf’s theorem, we define distance with respect to $\sigma$ relations only: formulae $\psi^{\sigma}$ can mention both $\sigma$ and $\tau$ relations, but the radius of quantification is determined just by $\sigma$. This is different from formulae $\psi^{\sigma}$ used in original Gaifman’s theorem, which define neighborhoods with respect to all vocabulary predicates (and thus neighborhoods could be larger). In particular, it is easier to satisfy a basic $FO_{\tau}(\sigma)$ local sentence than a basic FO local sentence, which will make this version of Gaifman’s theorem more valuable to us in the next sections.

5. **Homomorphism preservation theorem**

We now use locality results from the previous section to prove a *homomorphism preservation theorem* (HPT) for a large class of structures including ranked data bases. But first we explain the concept and its applications in computer science.

5.1 HPT and its applications

Preservation theorems relate semantic properties of FO sentences to their syntactic properties: for instance, a sentence is preserved under extensions if and only if it is equivalent to an existential sentence. A sentence $\varphi$ is preserved under homomorphisms on a class $C$ of structures if, whenever we have a homomorphism $A \to B$ between two structures of $C$, then $A \models \varphi$ implies $B \models \varphi$. Then the hpt for $C$ says that an FO sentence $\varphi$ is preserved under homomorphisms on $C$ structures if and only if it is equivalent to an existential positive sentence on $C$. It is very easy to check that $\exists \text{Pos}$ sentences are preserved under homomorphisms; the crucial part is the reverse direction.

When $C$ is the class of all structures (finite and infinite), this is a textbook model theory result. For finite structures, it had remained an open problem for decades, before being confirmed by Rossman [39] a few years ago. The hpt is also known for some classes of well-behaved finite structures, for instance structures of bounded tree-width [6, 18]. These are not consequences of Rossman’s theorem (since such classes of structures are not FO-definable), and
in fact versions of hpt in the finite tend to be quite hard results to show.

At the same time, these preservation results often find applications in computer science. The reason for this is the special importance of the class of \( \mathbb{P} \)pos, especially in databases and constraint satisfaction [1, 26]. In terms of their expressiveness, \( \mathbb{P} \)pos formulae are equivalent to unions of conjunctive queries, or positive relational algebra queries, cf. [1]. These are very common queries, that also play a special role in many contemporary applications of databases, for instance, data integration and exchange. In fact, hpt was used for determining classes of mappings between database schemas that one needs to use in data exchange applications [43] and for characterizing properties of the chase procedure under various types of mappings [21]. In constraint satisfaction, hpt is needed to provide characterization of FO-definable CSP problems [5].

Another area where the hpt proved very useful is handling incomplete data [1, 29]. Suppose we have an FO structure (i.e., a relational database) whose elements come from two sets: \( \mathcal{C} \) of constants and \( \mathcal{V} \) of variables (also called nulls in the database terminology). For instance, \( \mathcal{G} = \{ (1,x),(x,y),(y,2) \} \) is a graph whose nodes are \( 1,2 \in \mathcal{C} \) and \( x,y \in \mathcal{V} \). We view variables as instances of incompleteness: we do not know what these nodes actually are. Another instance of incompleteness is that some edges may be missing altogether. Thus, one defines the semantics of an incomplete structure \( \mathcal{A} \) as the set \( \{ \mathcal{A} \} \) of structures \( \mathcal{A}' \) over \( \mathcal{C} \) so that there is a homomorphism \( f : \mathcal{A} \to \mathcal{A}' \) which is the identity on \( \mathcal{C} \). For instance, \( \mathcal{G}' = \{ (1,3),(3,4),(4,2),(5,3) \} \) in \( \mathcal{G}[\mathcal{C}] \), as witnessed by the homomorphism \( x \to 3 \), \( y \to 4 \).

If we now have an FO sentence (query) \( \varphi \), the standard way of answering it over an incomplete structure \( \mathcal{A} \) is to find certain answers \( \mathcal{A} \models \varphi \): that is, \( \mathcal{A} \models \square \varphi \) if \( \mathcal{A} \models \varphi \) for each \( \mathcal{A}' \in \{ \mathcal{A} \} \) (see [1, 29]). In general, for arbitrary FO formulae, checking if \( \mathcal{A} \models \varphi \) is an undecidable problem, as it is a form of finite validity. However, if \( \varphi \) is an \( \mathbb{P} \)os sentence, then

\[
\mathcal{A} \models \square \varphi \iff \mathcal{A} \models \varphi
\]  

(cf. [29]). This says that to evaluate \( \varphi \) with certainty over an incomplete database, we just have to use the standard query evaluation engine and simply evaluate \( \varphi \) itself. This is a very desirable property, and thus it is natural to ask how far it extends. With the help of hpt in the finite one can answer this: if (1) holds for an FO sentence \( \varphi \), then \( \varphi \) is equivalent to an \( \mathbb{P} \)os sentence [33]. Thus, unions of conjunctive queries are the maximal class of FO queries for which certain answers can be found by straightforward query evaluation.

The connection between hpt and query evaluation does not stop here: it extends to other relational semantics of incompleteness and other notions of homomorphisms [25]. What is more problematic is extending it to XML with incomplete data. For instance, \( \exists \) and \( \forall \) have been generalised to deal with incomplete data. The reason for this is the special importance of the class of \( \mathbb{P} \)os, especially in databases and constraint satisfaction [1, 26]. In terms of their expressiveness, \( \mathbb{P} \)os formulae are equivalent to unions of conjunctive queries, or positive relational algebra queries, cf. [1]. These are very common queries, that also play a special role in many contemporary applications of databases, for instance, data integration and exchange. In fact, hpt was used for determining classes of mappings between database schemas that one needs to use in data exchange applications [43] and for characterizing properties of the chase procedure under various types of mappings [21]. In constraint satisfaction, hpt is needed to provide characterization of FO-definable CSP problems [5].

Theorem 5.1. Let \( \mathcal{C} \) be a class of finite \( \sigma \tau \)-structures that is closed under disjoint unions and induced substructures, and is \( \sigma \tau \)-wide. Then the homomorphism preservation theorem holds for FO\(_{\mathbb{P}os}^1(\sigma \tau) \) over \( \mathcal{C} \).

Before we outline the proof of this theorem, we mention a few applications. We start with the class of data forests. Recall that in this case, \( \sigma \tau \) contains the child relation \( \text{ch} \), while \( \tau \) contains unary labeling predicates and the binary data equality predicate \( \sim \) (actually, it makes no difference whether the unary predicates belong to \( \sigma \) or to \( \tau \)). Note that the class of data forests \( \mathcal{D} \mathcal{F} \) is closed under disjoint unions and induced substructures. Thus, the hpt holds for every wide class of data forests with respect to the child relation. Clearly, the class of ranked data forests is such, and hence we get:

Corollary 5.2. The hpt holds for the pattern logic over \( \mathcal{D} \mathcal{F} \), for every \( k > 0 \).

We can further extend this using the notion of moderate degree, or degree bounded by \( n^{o(1)} \), from [40]. We say that a class \( \mathcal{C} \) of \( \sigma \tau \)-structures is of moderate degree if all the degrees in their Gaifman graphs are bounded by \( n^{o(1)} \) for all sufficiently large structures. That is, for every \( r > 0 \), there exists \( N > 0 \) so that for every structure \( \mathcal{A} \in \mathcal{C} \) of size \( n \geq N \), the maximum degree in \( \mathcal{G}(\mathcal{A}) \) is less than \( n^r \). A class \( \mathcal{C} \) of data forests is of moderate degree if the class of its \( \mathcal{C} \)-reductions (i.e., the trees themselves) is.

One can show that the class of data forests of moderate degree is \( k \)-wide. Thus:

Proposition 5.3. The hpt holds for the pattern logic over data forests of moderate degree.

Proof. Let \( \mathcal{C} \) be a class of forests of moderate degree: assume that \( f(n) \) is the maximum degree in a forest having \( n \) nodes. We show that \( \mathcal{C} \) is \( k \)-wide; that will suffice to conclude the corollary.

Fix \( r, m > 0 \). Let \( d = (2r + 2)m \), and let \( \varepsilon = \frac{1}{d+1} \). Then, for all \( n \geq m^{d+1} \), we have \( \sqrt[n/m]{} > n^{\varepsilon} \). Thus, for some \( N_0 \) depending on \( m \) and \( r \), we have for all \( n \geq N_0 \):

\[
\frac{n}{m} \geq f(n)^{\varepsilon}.
\]  

Indeed, otherwise we would have \( \frac{n}{m} < f(n)/m \) for arbitrarily large \( n \), and thus \( f(n) > (\frac{n}{m})^{1/d} > n^\varepsilon \) for arbitrarily large \( n \), which is impossible since \( \mathcal{C} \) is of moderate degree.

Suppose we have a forest of size \( n \) for \( n > N_0 \). Assume that it has \( m \) or more connected components. Then it clearly has an \( r \)-scattered set of size \( m \). So assume it has fewer than \( m \) connected components (trees); then at least one of them, \( t \), is of size at least \( n/m \). We know that if we have a tree of branching factor at most \( k \) and size at least \( k^d \), then it has a branch of length at least \( d \). Since
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t plete structural incompleteness than the forest structure [2, 8], but we do not consider them here as they quickly lead to intractability of query evaluation [8].

Query languages considered for incomplete XML documents are usually pattern logics [2, 8, 13, 17] or their fragments. As explained in section 5.1, it is crucial for us to know when checking ∃ A |= □ ϕ is equivalent to checking ∃ A |= ϕ, i.e., when finding certain answers can be replaced by straightforward query evaluation. In the database terminology, one says that naive evaluation works for ϕ. While this is known for relational databases [33], for XML the problem is open. We can now settle it for the class of XML documents whose branching degree is not very large.

Corollary 5.4. Let ϕ be a FO^m_{na"ıve} sentence and C a class of XML incomplete documents of fixed or moderate degree. Then naive evaluation works for ϕ over C if and only if ϕ is equivalent to an □(3Pos^m_{na"ıve}) sentence over C.

This follows from Corollary 5.2 and Proposition 5.3, and the result from [25] showing the equivalence of naïve evaluation on a class C and preservation under homomorphisms on the same class.

5.3 Proof of Theorem 5.1

Due to Proposition 3.1, it suffices to prove the result for FO^m_{na"ıve}. As before, we omit the στ vocabulary from notations when it is clear from the context. That each formula of □(3Pos^m_{na"ıve}) is preserved under homomorphisms is immediate by a straightforward induction on the structure of the formula. Thus, we prove the opposite direction.

We say that B is a segregated substructure of A if there are pairwise disjoint subsets A_1, . . . , A_m of A so that B = A_1 ⊧ ... ⊧ A_m. We write ⊧ seg for the segregated substructure relation.

Note that a class of structures C is closed under disjoint unions and induced substructures if and only if it is closed under disjoint unions and segregated substructures.

For a sentence ϕ preserved under homomorphisms on a class of structures C, we say that A ∈ C is a □(3seg)-minimal model of ϕ in C if A |= ϕ and for every proper substructure B ⊧ seg A, A □ ⊧ seg B such that B ∈ C, we have B ̸|= ϕ.

The term conjunctive query [1] denotes formulae of the form ∃ x_1, . . . , x_n θ, where θ is a conjunction of atomic formulae. Every finite structure A with n elements gives rise to a canonical conjunctive query ϕ_A, which is the existential closure of its positive dis-

agram, i.e., ϕ_A = ∃ x Δ_A(x), where Δ is the set of all variables used in Δ_A. Conversely, every conjunctive query ϕ = ∃ x_1, . . . , x_n θ gives rise to a canonical structure A_ϕ, with n elements, known as its tableau [1], where the elements of A_ϕ are the variables x_1, . . . , x_n, and the relations of A_ϕ consist of the tuples of variables in the conj-
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icts of θ. The following is well known (cf. [1, 26]). If A and B are two finite structures, then

∃ homomorphism A → B ⇔ B |= ϕ_A ⇔ ϕ_B ⇔ ϕ_A. (3)

Not all structures have a canonical conjunctive query that is a formula of FO^m_{na"ıve}. Nevertheless, those structures A so that A = τ-conn(A) do have a canonical FO^m_{na"ıve} conjunctive query.

Lemma 5.5. For every A so that A = τ-conn(A), the canonical conjunctive query ϕ_A is definable in FO^m_{na"ıve}.

Indeed, note that any two elements a, b of A related by a relation T ∈ τ belong to the same connected component, and thus δ_T(a, b) ≤ n for n = |A|. It is then immediate that ϕ_A is definable in FO^m_{na"ıve}.

Also, from the definition of FO^m_{na"ıve} we have that for every structure A and FO^m_{na"ıve} sentence ϕ,

A |= ϕ ⇔ τ-conn(A) |= ϕ. (4)

Lemma 5.6. Let C be a class of finite στ-structures closed under segregated substructures and let ϕ be a FO^m_{na"ıve} sentence that is preserved under homomorphisms on C. Then the following are equivalent:

1. ϕ has finitely many □ seg-minimal models in C up to isomorphism.
2. ϕ is equivalent on C to a □(3Pos^m_{na"ıve}) sentence.

Proof of the lemma. For the 1. ⇒ 2. direction, take any □ seg-minimal model A of ϕ. Note that A must be so that τ-conn(A) = A, since otherwise τ-conn(A) would be a strict segregated substructure of A where τ-conn(A) |= ϕ, by (4). Indeed, τ-conn(A) ∈ C by the hypothesis, and hence A would not be □ seg-minimal. Let ϕ_A be the canonical conjunctive FO^m_{na"ıve} query of A (it is definable in FO^m_{na"ıve} due to Lemma 5.5). We define the existential positive formula ψ as the disjunction of all ϕ_A for each □ seg-minimal model A of ϕ. We next show that ψ and ϕ are equivalent.

Note that, by (3), we have that B |= ϕ_A iff there is a homomorphism from A to B. If B |= ψ then B |= ϕ_A for some disjunct ϕ_A of ψ, and hence there is a homomorphism from A to B, by (3). Since A |= ϕ and ϕ is closed under homomorphisms, then B |= ϕ. Conversely, if B |= ϕ then there must be some □ seg-minimal A ⊧ seg B so that A |= ϕ. Hence, ψ contains ϕ_A as a disjunct, meaning that A |= ψ.

For the 2. ⇒ 1. direction, by propagating disjunctions, we can convert every existential-positive □(3Pos^m_{na"ıve}) formula ϕ as equivalent to a finite disjunction V_i ψ_i, where each ψ_i is a conjunctive query. For each such conjunctive query ψ_i, let A_i be the canonical finite structure associated with ψ_i, 1 ≤ i ≤ m. Note that such a canonical structure A_i need not be a member of C. Nonetheless, it is easy to see that every □ seg-minimal model B of ϕ in C is equal to a homomorphic image h(A_i) of one of the canonical finite structures A_i, 1 ≤ i ≤ m. Thus, the cardinality of every □ seg-minimal model of ϕ in C is less than or equal to the maximum cardinality of the canonical finite structures A_i, 1 ≤ i ≤ m, which implies that ϕ has finitely many □ seg-minimal models in C. This proves the lemma.

The proof is based on the fact that □(3Pos^m_{na"ıve}) sentence is a union of conjunctive queries (i.e., the □ ∧ fragment of FO^m_{na"ıve}), and that the canonical conjunctive query ϕ_A of a structure A (i.e., the existential closure of the positive diagram of A) is definable in FO^m_{na"ıve} as long as A = τ-conn(A).

The main consequence of Lemma 5.6 is that in order to establish that C has the homomorphism preservation property, it suffices to establish an upper bound on the size of the □ seg-minimal models. This is done by:

Proposition 5.7. Let C be a class of στ-structures that is closed under disjoint unions and induced substructures. For every FO^m_{na"ıve} sentence ϕ that is preserved under homomorphisms, there are r, m ∈ N such that if A is a □ seg-minimal model of ϕ, then A does not contain a σ, r-scattered set of size m.

The idea of the proof is as follows. Suppose ϕ is an FO^m_{na"ıve} sentence preserved under homomorphisms. Let Σ = {ϕ_1, . . . , ϕ_n} be a collection of basic local sentences of the form (1) such that
φ is equivalent to a Boolean combination of them. It exists by Theorem 4.4. For each i ≤ s, let ti be the locality radius, ni the width and ψni(x)(x) the local condition of φi. Also, let ℓ = max x, ti, and n = max x, ni. We take r = 2ℓ and m = 22+ℓ+1. For each i, we write δi(y) for the formula 3xδi(x, y) ≤ ti ∧ ψni(x).

By means of contradiction, suppose that A is a model of φ so that A contains an σ, τ-scattered set (c1,...,cm) of size m. Then, by definition Nσr(i)τ(i) ∧ Nσr(i)τ(i) = ∅ for i ≠ j. Furthermore, since m > 22+ℓ+1, there are i and j with i ≠ j such that

- for all a, A |= θj(cj) if, and only if, A |= θj(cj)
- for all S ∈ στ, (c1,...,cm) ∈ S ∈ if, and only if, (c1,...,cm) ∈ S.

We then prove that there is some relation R ∈ στ so that there is some tuple e ∈ Rn so that e includes c1 and some other element a ≠ ci. This implies that ∅ = A | A(e) ⊔ A(e) is a proper segregated substructure of A, and thus ∅ ∈ C. Take Bn to be the disjoint union of n copies of ∅. We then prove

A ⊕ Bn |= φ if Bn |= φ. (5)

To prove this, we show that no φ′ distinguishes between A ⊕ Bn and Bn. By symmetry, we restrict our attention to the case l = 1.

[⇐] Since Bn is isomorphic to an induced substructure of A ⊕ Bn, A ⊕ Bn satisfies φ′ if Bn does.

[⇒] Suppose that (A ⊕ Bn)[σ] has a σ, 2τ-scattered subset X of cardinality n1 such that Nσr(i)τ(i)(x) = v1(x) and prove that Bn has such a subset X′ as well. The case n1 > 1 is easy. In this case, the 1-neighborhood of some x ∈ X does not contain any of the tuples of Eci. Then, Nσr(i)τ(i)(x) = Nσr(i)τ(i)(x) and therefore each of the n sums of Bn has a 1-neighborhood isomorphic to Nσr(i)τ(i)(x). Since n ≥ n1, we can take n1 distinct elements {x1,...,xn1} ∈ X′ from Bn so that for every j ∈ [1, n1], xj is in the jth summand of Bn and Nσr(i)τ(i)(xj) = Nσr(i)τ(i)(x) (and therefore satisfies φ′).

Suppose then that n1 = 1 and let x be the only element of X. It suffices to prove that A contains an element y such that Nσr(i)τ(i)(y) does not contain any of the tuples of Eci, and Nσr(i)τ(i)(y) |= v1(y). If Nσr(i)τ(i)(x) does not contain any of the tuples of Eci, we have finished; so suppose that Nσr(i)τ(i)(x) contains e ∈ Eci. Then \(\delta_\sigma(c_i, x) \leq 2t_1\) and therefore \(N_{2\tau}^{\sigma}(c_i)\) satisfies \(\theta_\sigma(c_i)\). Recall that \(c_i\) is equivalent to \(c_j\) and \(\delta_\sigma(c_j, c_j) > 2r \geq 4t_1\). Hence \(N_{2\tau}^{\sigma}(c_j)\) satisfies \(\theta_\sigma(c_j)\) and does not contain any of the tuples of Eci. Hence there exists y ∈ A such that Nσr(i)τ(i)(y) |= v1(y) and Nσr(i)τ(i)(y) is included in Nσr(i)τ(i)(c1) and therefore does not contain any of the tuples of Eci. This concludes the proof of (5).

Since φ is preserved under homomorphisms, and by assumption A |= φ, the existence of a homomorphism \(A \rightarrow A ⊕ B_n\) implies \(A ⊕ B_n |= φ\). By (5), we get \(B_n |= φ\), and since we have a homomorphism \(B_n \rightarrow B_n\), we conclude \(B_n |= φ\). As Bn is a proper segregated substructure of A in C, we have that A is not a \(<\psi>\)-minimal model of φ. This contradiction proves the proposition.

We now conclude the proof. Let φ ∈ FO\(^{\psi}\) be preserved under homomorphisms on C. By Proposition 5.7, there are r, m > 0 so that any \(\psi\)-minimal model A of φ does not have a σ, r-scattered set of size m. Since the class is σ-wide, this implies that there is \(n > 0\) so that every \(\psi\)-minimal model A of φ has size at most n. Thus, up to isomorphism, there are finitely many \(\psi\)-minimal models A of φ in C. This, by Lemma 5.6, implies that φ is equivalent to a ∃Pφ\(^{\psi}\) sentence.

6. Decidability of pattern logics

The main initial direction in the study of the data equality predicate for tree-like structures was to extend decidability results of logics for words and trees to those that admit data values as well [14–16, 41]. The motivation for this is static analysis of XML queries. The well known correspondence of XML structural properties and tree automata (cf. [44]) gives us many decidable static analysis tasks, but the connection with automata fails when data values from an infinite set are added. Indeed, FO is undecidable over data trees (even data words). Hence, it was necessary to impose restrictions. The usual way of doing so is by restricting the number of variables: [16] showed that FO\(^2\), first-order logic with two variables, is decidable over data trees, while FO\(^3\) is not. Similar results hold for data words even in the presence of an order [15], and some extensions, of more automata-theoretic flavor, have been proposed as well [14, 42].

The problem with FO\(^2\) is that it is quite restricted for XML querying. While some useful queries, in particular some fragments of XPath, can be captured by it [35], more expressive fragments of XPath, and crucially, more expressive queries that can use more complex patterns [3, 17, 35, 36, 44] are not captured at all by restricting the number of variables. At the same time, many such querying mechanisms are based on patterns, so perhaps one can recover decidability using pattern logics?

6.1 Decidability of pattern logics

By decidability of course we mean decidability of the satisfiability problem. A logic L is decidable on a class C if the following problem is decidable: given a sentence φ of L, check whether there exists A ∈ C so that A |= φ.

Our results show that in particular, the pattern logic is decidable on the class of ranked data trees. In fact we prove a more general result that allows other auxiliary relations on trees, not just the data equality predicate (e.g., other equivalence relations or linear orders).

Recall that by τ-trees we mean \{ch\} ∪ τ-structures where ch is interpreted as a child relation of a tree. Thus, we deal with the pattern logic FO\(^{\psi}\) (\{ch\} ∪ τ) over τ-trees. We now define conditions on τ that make it decidable. Those will go beyond having a single data-equality predicate ∼ in τ (i.e., beyond data trees).

Recall that root(A) stands for the root of a τ-tree, and A | A is the \(\{ch\} ∪ τ\)-substructure induced by the subtree rooted at a. For τ-trees A1,...,Am ∈ C we define ΣC(A1,...,Am) as the set

\[\{A ∈ C | \text{root}(A) \text{ has exactly } l \text{ children } a_1,...,a_m,\]

and for all i ≤ m we have A | ai = Ai.

We say that C is an effective inductive class of τ-trees if three conditions hold:

1. Testing whether a structure A is in C is decidable;
2. C is closed under substructures, i.e., for every A ∈ C and a ∈ A, the structure A | a is in C;
3. for each r ≥ 0 and structures A1,...,Am ∈ C, the set \{Nσr(C)(root(A)) | A ∈ ΣC(A1,...,Am)\} is computable from \{Nσr(C)(root(Ai)) | 1 ≤ i ≤ m\}.

Theorem 6.1. Let C be an effective inductive class of k-ranked τ-trees. Then FO\(^{\psi}\) (\{ch\} ∪ τ) is decidable on C.

Before sketching the proof, we give a few corollaries. An example of an effective inductive class is the class of trees with

- the sibling order relation sib,
- ≤ equivalence relations ∼1,..., ∼n,
• $m$ linear orders $\leq_1, \ldots, \leq_m$, and
• $l$ partial orders $\preceq_1, \ldots, \preceq_l$.

This is an extension of the class of data trees, since one of the equivalence relations can be viewed as the data equality predicate.

**Corollary 6.2.** The pattern logic $\text{FO}^\text{pat}_\text{sib}$ is decidable on ranked data trees, even expanded with a sibling order and an arbitrary number of equivalence relations and partial and linear orders.

The satisfiability problem for $\text{FO}^\text{pat}_\text{sib}$ is not affected by adding a prefix of existential monadic second order quantifiers: the proof goes through as before, with extra unary relations. Thus, if we define $\exists\text{MSO}^\text{pat}_\text{sib}(\sigma)$ as formulae of the form $\exists X_1 \ldots X_n \phi$, where $\phi$ is an $\text{FO}^\text{pat}_\text{sib}(\sigma \cup \tau \cup \{X_1, \ldots, X_n\})$ formula and $X_1, \ldots, X_n$ are unary predicates, then we obtain:

**Corollary 6.3.** The logic $\exists\text{MSO}^\text{pat}_\text{sib}$ is decidable on ranked data trees even with a sibling order and an arbitrary number of equivalence relations and partial and linear orders.

The reason Corollary 6.3 is useful is that many static analysis tasks for XML are considered with respect to a regular tree language [41], as regular languages provide a standard abstraction of XML schema languages [44]. Thus, satisfiability of a logic $\mathcal{L}$ relative to a tree automaton is the following problem: given a tree automaton $\mathcal{T}_A$, and a formula $\phi$ of $\mathcal{L}$, is there a tree (with extra relations such as the data equality relation) that satisfies $\phi$ and is accepted by $\mathcal{T}_A$?

Since encoding a tree automaton on a ranked tree is expressible in $\exists\text{MSO}$ over vocabulary $\{ch, sib\}$, with references to $sib$ local (i.e., restricted to ch-neighborhoods of radius 2), we obtain:

**Corollary 6.4.** If $\mathcal{C}$ is an effective inductive class of ranked $\tau$-trees, then the satisfiability problem for $\text{FO}^\text{pat}_\text{sib}(\mathcal{C})$ relative to a tree automaton is decidable on $\mathcal{C}$.

In particular, it is decidable whether a data tree satisfying a $\text{FO}^\text{pat}_\text{sib}$ sentence exists in a given regular tree language.

**Sketch of the proof of Theorem 6.1.** The decidability result is another consequence of Gaifman locality theorem for the pattern logic. Let $\sigma = \{ch\}$, and let $\phi$ be a $\text{FO}^\text{pat}_\text{sib}(\sigma \tau)$ sentence, where $\tau$ is as in the statement of the theorem. In the proof we assume that $\tau$ contains a sibling order relation $sib$. This is without any loss of generality, since it can be shown that any effective inductive class of ranked trees continues to be effective inductive if we add the sibling order relation. By Theorem 4.5, $\phi$ is equivalent to a Boolean combination of basic $\text{FO}^\text{pat}_\text{sib}$ local sentences. Let $r$ be the bound on the locality radius and let $n$ be the bound on the width of these basic $\text{FO}^\text{pat}_\text{sib}$ local sentences.

The **sibling number** of an element $a$ of a tree $\mathcal{A}$ is one plus the number of previous siblings it has in the order $sib$ (note that the sibling number of the root is 1). Given two elements $a, a'$ from a tree $\mathcal{A}$ so that $a$ is an ancestor of $a'$, we write $\text{path}(a, a') \in \mathbb{N}^+$ to denote the string representing the path between $a$ and $a'$:

- if $a = a'$ then $\text{path}(a, a') = \varepsilon$, the empty string,
- otherwise, $\text{path}(a, a') = \text{path}(a, a'' \cdot i)$, where $i$ is the sibling number of $a'$, and $a''$ is the parent of $a'$.

For any $k$-ranked ordered $\tau$-tree $\mathcal{A}$ with root $a$, consider the function $\xi_a$ with domain $[1, r] \times [1, n]$, so that for every $\tilde{r} \in [1, r]$ and $\tilde{n} \in [1, n]$, its value $\xi_a(\tilde{r}, \tilde{n})$ is the set of all $n$-tuples $((N^\text{pat}_\text{sib}(a_1), p_1), \ldots, (N^\text{pat}_\text{sib}(a_n), p_n))$ so that $a_1, \ldots, a_n \in A$, the distance $\delta_r(a_i, a_j) \geq 2 \cdot \tilde{r}$ whenever $i \neq j$, and $p_i$ is defined as $\text{path}(a, a_i)$ if $\delta_r(a, a_i) \leq 2 \cdot \tilde{r}$ and as $\infty$ otherwise, for all $i \leq n$. Note that there can be at most one $i \in [1, \tilde{n}]$ so that $|p_i| \leq \tilde{r}$ in each tuple (if there were two, they must be at distance $\leq 2 \cdot \tilde{r}$ from each other). Note also that the sizes of $N^\text{pat}_\text{sib}_r(a_i)$ are bounded by a function on $k$ and $r$ since $\mathcal{C}$ contains only $k$-ranked trees. Thus, it follows that once $r$ and $n$ are fixed,

$$\Xi \triangleq \exists \{\langle \xi_a, N^\text{pat}_2(\text{root}(\mathcal{A})) \rangle \mid \mathcal{A} \in \mathcal{C}\}$$

is finite (assuming, of course, that we do not distinguish isomorphic structures). We will call $\langle \xi_a, N^\text{pat}_2(\text{root}(\mathcal{A})) \rangle$ the neighborhood description of $\mathcal{A}$. Note that by Gaifman locality, whether $\mathcal{A} \models \varphi$ holds is determined by $\xi_a$ and there is an effective procedure to verify this. We now show how to compute $\Xi$.

The key property to do this is the following lemma.

**Lemma 6.5.** Let $\mathcal{A}$ be a root of $\mathcal{A} \in \mathcal{C}$ and let $a_1, \ldots, a_m$, for $m \leq k$, be the children of $a$. Then $\xi_a$ is computable from $\mathcal{A}_{a_1, \ldots, a_m}$ and $N^\text{pat}_2(\mathcal{A})$.

Using the lemma, we can show that the following is the correct procedure to compute $\Xi$:

1. Let $\Xi_0$ contain all $\langle \xi_a, \mathcal{A} \rangle$ such that $\mathcal{A} \in \mathcal{C}$ and $\mathcal{A}$ is a singleton.
2. Set $\Xi := \Xi_0$.
3. Let $\langle \xi_1, \mathcal{A}_1 \rangle, \ldots, \langle \xi_m, \mathcal{A}_m \rangle \in \Xi$ for some $m \in [1, k]$. Thus, there are structures $\mathcal{A}_i \in \mathcal{C}$ so that $\mathcal{A}_i = N^\text{pat}_2(\text{root}(\mathcal{A}_i))$ and $\xi_i = \xi_{\mathcal{A}_i}$ for all $i \in [1, m]$.
4. Let $\mathcal{A}' \in \{N^\text{pat}_2(\text{root}(\mathcal{A})) \mid \mathcal{A} \in \Sigma_0(\mathcal{A}_1, \ldots, \mathcal{A}_m)\}$. All such $\mathcal{A}'$ can be computed, since $\mathcal{C}$ is effective inductive and $\mathcal{A}_i = N^\text{pat}_2(\text{root}(\mathcal{A}_i))$ for each $i \leq m$.
5. Compute $\xi'$ from $\langle \xi_i \rangle_{i \in [1, m]}$ and $\mathcal{A}'$ as in Lemma 6.5.
6. Add $\langle \xi', \mathcal{A}' \rangle$ to $\Xi$.
7. Repeat steps 3–6 until there is no change to $\Xi$.

Now the decision procedure is simple: to verify whether $\varphi$ is satisfiable, it suffices to test whether there is a neighborhood description in $\Xi$ of a structure in which $\varphi$ holds. Due to Gaifman locality theorem, whether $\mathcal{A} \models \varphi$ depends only on the neighborhood description of $\mathcal{A}$ and $\varphi$, and thus the theorem follows.

**6.2 Undecidability results**

A natural question is whether the decidability result continues to hold if trees need not be ranked. The answer to this is negative. We start with a simple observation that gives us undecidability for pattern logics with the next-sibling order relation $sib$.

**Corollary 6.6.** The pattern logic $\text{FO}^\text{pat}_\text{sib}$ is undecidable on unranked data trees, even of height 1.

This is a consequence of the undecidability of FO on data words [15], since the entire tree of height one becomes a radius-one neighborhood of the root, and in the presence of the sibling ordering, it contains full FO on the data word of the root’s children. But even without the sibling order, the pattern logic is undecidable once the restriction to ranked trees is removed.

**Theorem 6.7.** The logic $\text{FO}^\text{pat}_\text{sib}$ is undecidable over arbitrary data trees.

The proof is by encoding of 2-counter Minsky machines and reduction from the undecidability of their emptiness problem.

**7. Conclusions**

We have shown that pattern logics over structures with auxiliary relations behave quite well and preserve several properties of the underlying logic. We showed strong versions of Hanf and Gaifman locality theorems that do not use auxiliary relations in defin-
ing vertices of neighborhoods. We established a general homomorphism preservation theorem that covers classes of structures not covered by previously known homomorphism preservation results. Finally, we proved decidability of the pattern logic for a large class of data trees. Note that the very notion of pattern logic is directly inspired by querying modern data models such as XML and graph databases. In fact our results can be applied to querying XML and graph data with incomplete information and to reasoning about XML with data values.

A few questions remain. The best homomorphism preservation result that we have is for unranked trees of moderate degree. We do not yet know if this restriction can be lifted. For instance, we do not know if the homomorphism preservation theorem holds if the $\sigma$-reduct has bounded treewidth, nor do we know what happens on unranked trees with the sibling order/successor. We also would like to explore connections between our results and those on invariance, in particular, we would like to see whether our techniques can be used to provide new results on the behavior of invariant queries. The fact that some common auxiliary relations (e.g., successor) can be defined locally, suggests that this might be a possible route for establishing new results in a notoriously hard area.
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