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1. Datasets. The BUC and GPJ corpora annotations present a number of inconsistencies and were curated in-house. In particular, readers for the GPJ corpus often need several takes before they read an utterance correctly and the failed takes are included in the original corpus. We only keep the final take for each sentence. For the two spontaneous speech corpora, we keep disfluencies typical of spontaneous speech (such as hesitations, word fragments, pronunciation errors, fillers, etc.), but remove parts that were not phonetically transcribed or that other kinds of noise or silence (96.11% and 80.38% of all utterances are kept for the BUC and CSJ corpora, respectively).

Phonetic transcriptions for the two read speech corpora are obtained by combining the read text with a phonetic dictionary. For the two spontaneous speech corpora, a manual phonetic transcription of the recordings is used. Word units, which are not directly apparent in the Japanese writing system, are obtained from the phonetic transcriptions by a Japanese morphological parser for the read Japanese corpus. For the spontaneous Japanese corpus, we use the provided ‘Long Word Units’ as words. We exclude phonemes occurring with frequency less than 1 in 10,000 by removing any utterance in which they occur and we harmonize the transcriptions in order to have the same phonemic inventory for the read and spontaneous corpora for each language. No phonemes are excluded for the American English corpora. For the Japanese corpora, a few geminate consonants are excluded (/ts/, /tx/, /ts/, /gx/, /gx/ for both corpora and /ts/ for the GPJ corpus only). The retained phonemic inventory for American English consists of 24 consonants (/p/, /t/, /k/, /b/, /d/, /g/, /f/, /v/, /l/, /m/, /n/, /l/, /w/, /j/) and 15 vowels (/i/, /i/, /e/, /æ/, /æ/, /a/, /u/, /e/, /a/, /o/, /o/, /æ/, /æ/, /a/, /a/, /a/, /o/, /o/, /æ/, /æ/, /a/, /a/, /a/). For each corpus, timestamps are obtained for the phonetic transcriptions through forced alignment with an automatic speech recognition (ASR) system (same architecture for the acoustic model as for the phoneme recognizer baseline described in Section 2 below, trained on the full corpus).

2. Phoneme recognizer baselines. As a baseline, we also train a phoneme recognizer on the training set of each corpus, with explicit supervision (i.e. providing the phonemic transcriptions of the training stimuli along with the waveforms). Specifically, we use the Kaldi toolkit (1) for automatic speech recognition (ASR) to train a hidden Markov model Gaussian mixture model (HMM-GMM) acoustic model and a phoneme-level bigram language model for each training set. The same training recipe and baseline—and individual states of the contextual hidden Markov models—to which we refer as the phoneme recognizer baseline—and individual states of the contextual hidden Markov models—to which we refer as the ASR phone state baseline.

3. Analysis of learned representations.

Correction for possible misalignment in the acoustic (in)variance test. We compensate for possible misalignment of the central phones’ central frames by allowing the dominant unit at the central frame to be replaced by any unit that was dominant at some point within the previous or following 46ms, provided this brings down the overall count of distinct dominant units for the ten occurrences. Finding the optimal way to assign dominant units under this constraint corresponds to solving an instance of the NP-complete minimal hitting set size problem (2). We are able to solve the problem exactly in most cases, due to the small size of the considered instances. In the few cases where we are not able to solve the problem exactly, our solver provides a lower bound on the number of representations and we use a greedy search to obtain an upper bound. Although the effect on the results is very small, we report lower bounds for the Gaussian mixture models and upper bounds for the phoneme recognizer and ASR phone state baselines, in order to be maximally conservative.

Stimulus selection for the acoustic (in)variance test. To avoid potentially mispronounced short function words and possible co-articulation effect across word boundaries, for the acoustic (in)variance test, we select only words of at least five phonemes and study their central phoneme(s). We sample uniformly at random a subset of ten occurrences (by a single speaker or by at least ten distinct speakers, depending on the condition) for each such word with enough repetitions in the test set. We report results averaged over ten independent runs of this stimulus sampling procedure. The results are also averaged over the two possible ‘central phone’ positions for words of even length and—in the within-speaker condition—over all available speakers for a given word type. This yields one average number of distinct dominant units per tested word type. The number...
of available word types matching the specified conditions is 13 (within speaker) and 476 (across speaker) for the American English test stimuli and 83 (within speaker) and 408 (across speaker) for the Japanese test stimuli. As an example, here are the word types selected for the within-speaker American English condition: unquote, billion, dollars, hundred, company, market, million, mister, nineteen, percent, seven, seventy, thousand. For the within-speaker condition, we additionally listened to each test stimulus to identify potential mispronounced, noisy or misaligned stimuli and we checked that excluding these stimuli from the analysis (0/83 word types, 4/1048 word tokens excluded for American English; 14/168 word types, 204/2217 word tokens excluded for Japanese) did not affect the overall pattern of results (Figure S8).

4. Deriving systematic model predictions. We systematically seek phonetic contrasts of American English and of Japanese for which the learning mechanism under study robustly predicts a significant cross-linguistic difference in discrimination between Japanese- and American English-learning infants. By robust we mean that (a) a significant difference in discrimination errors between models trained on American English and Japanese is consistently found across possible choices for the training and test registers, and (b) that the magnitude of this difference does not decrease when the amount of training input is increased. The former criterion allows us to rule out effects that would reflect peculiarities of the training and/or test stimuli rather than an intrinsic property of the language pair under study. The latter criterion allows us to rule out transient effects that might reflect peculiarities of the model initialization and/or be unlikely to be observed empirically.

We define the predicted cross-linguistic effect for a phonetic contrast as the expected difference in average ABX discrimination error between an ‘American English-native’ and a ‘Japanese-native’ model on that contrast, where the expectation is taken over the choice of American English model, Japanese model, test speaker, phonetic context, and choice of the $a$, $b$, and $x$ acoustic tokens given the contrast, speaker and phonetic context. For each contrast, we perform statistical significance tests separately for each of the 8 possible combinations of training register for the American English model, training register for the Japanese model, and test register. We use the models trained on the $1/10^k$ training sets of each corpus for these significance tests, which allows us to take into account variance due to the model training procedure (including the choice of input data) in addition to that due to the choice of test stimuli. We estimate the predicted cross-linguistic effect and its variance and use those estimates to conduct asymptotic bilateral z-tests of the hypothesis that the cross-linguistic effect is different from 0. We also estimate the effects (but not the variances) using the full training sets, which allows us to test whether the observed effects increase (in absolute value) with the amount of input data. We report a robust predicted cross-linguistic effect for a contrast if each of the estimated effects for that contrast (for each of the 8 possible combination of training and test registers) is in the same direction and significantly different from the corresponding effects estimated for models trained on the American English test stimuli and 83 (within speaker) and 408 (across speaker) for the Japanese test stimuli. As an example, here are the of available word types matching the specified conditions is 13 (within speaker) and 476 (across speaker) for the American English test stimuli and 83 (within speaker) and 408 (across speaker) for the Japanese test stimuli. As an example, here are the word types selected for the within-speaker American English condition: unquote, billion, dollars, hundred, company, market, million, mister, nineteen, percent, seven, seventy, thousand. For the within-speaker condition, we additionally listened to each test stimulus to identify potential mispronounced, noisy or misaligned stimuli and we checked that excluding these stimuli from the analysis (0/83 word types, 4/1048 word tokens excluded for American English; 14/168 word types, 204/2217 word tokens excluded for Japanese) did not affect the overall pattern of results (Figure S8).

We define the predicted cross-linguistic effect for a phonetic contrast as the expected difference in average ABX discrimination error between an ‘American English-native’ and a ‘Japanese-native’ model on that contrast, where the expectation is taken over the choice of American English model, Japanese model, test speaker, phonetic context, and choice of the $a$, $b$, and $x$ acoustic tokens given the contrast, speaker and phonetic context. For each contrast, we perform statistical significance tests separately for each of the 8 possible combinations of training register for the American English model, training register for the Japanese model, and test register. We use the models trained on the $1/10^k$ training sets of each corpus for these significance tests, which allows us to take into account variance due to the model training procedure (including the choice of input data) in addition to that due to the choice of test stimuli. We estimate the predicted cross-linguistic effect and its variance and use those estimates to conduct asymptotic bilateral z-tests of the hypothesis that the cross-linguistic effect is different from 0. We also estimate the effects (but not the variances) using the full training sets, which allows us to test whether the observed effects increase (in absolute value) with the amount of input data. We report a robust predicted cross-linguistic effect for a contrast if each of the estimated effects for that contrast (for each of the 8 possible combination of training and test registers) is in the same direction and significantly different from 0 in our asymptotic bilateral z-test, with Benjamini-Yekutieli (3) correction for multiple correlated comparisons at level $\alpha = 0.05$; and if the estimated effect for models trained on the full training sets are in the same direction and larger in absolute value than the corresponding effects estimated for models trained on the $1/10^k$ subsets.

In what follows, we first formally define the predicted cross-linguistic effect for a phonetic contrast $P_1, P_2$. We then discuss how to estimate the effect in practice from finite samples of models trained on Japanese and trained on American English, and finite samples of test acoustic tokens from phonetic categories $P_1$ and $P_2$. Finally, we explain in detail how the statistical significance of the estimated effects can be assessed.

**Effect of interest.** We are interested in the predicted cross-linguistic effect for a phonetic contrast $P_1, P_2$, i.e. the expected difference in average ABX discrimination error between a model trained on language $L_1$ and a model trained on language $L_2$, which we denote as $\delta(P_1, P_2, L_1, L_2)$ and define formally below.¹ Let us consider a model $M$ trained on input language $L$, input register $R_l$ and input amount $A_l$, and tested on phonetic category $P$ from test language $L_T$ in phonetic context $C$ (preceding and following phonetic category) from test speaker $S$ with test register $R_T$. Let us note

$$PP,L,R_l,A_l,L_T,R_T(\mathcal{R} \mid M, S, C),$$

the probability distribution over model representations $\mathcal{R}$, where we treat the trained model $M$, test speaker $S$ and test context $C$ as conditioning random variables and assume fixed values for the other parameters. Then, the predicted cross-linguistic effect for phonetic contrast $P_1, P_2$ and training languages $L_1$, $L_2$ is defined as

$$\delta(P_1, P_2, L_1, L_2) := E_{M_1, M_2, S, C}[\epsilon(P_1, P_2, M_1, S, C) - \epsilon(P_1, P_2, M_2, S, C)],$$

where

- $M_x$ for $x \in \{1, 2\}$ is a randomly sampled trained model for input language $L_x$, training register $R_{l,x}$ and input amount $A_{l,x}$;
- $S$ is a randomly chosen test speaker and $C$ is a context chosen uniformly at random among available test phonetic contexts, for test language $L_T$, test register $R_T$ and test phonetic contrast($P_1, P_2$);
- $\epsilon(P_1, P_2, M_x, S, C)$ is the symmetric ABX discrimination error, defined as

$$\epsilon(P_1, P_2, M_x, S, C) := \frac{1}{2}[\epsilon(P_1, P_2, M_x, S, C) + \epsilon(P_2, P_1, M_x, S, C)],$$

¹This is for a given choice of input registers $R_{l,1}$ and $R_{l,2}$ and input amounts $A_{l,1}$ and $A_{l,2}$ for each model, and of test language $L_T$ and test register $R_T$ (which we constrain to be the same for the two tested phonetic categories in our experiments). To avoid clutter, we do not indicate these dependencies explicitly in the notation.
with
\[ \epsilon(P_1, P_2, M_x, S, C) := p[d(A, X) < d(B, X)] + \frac{1}{2}p[d(A, X) = d(B, X)], \]

for \( A, X \) drawn independently from \( p_{P_1, L}(A \mid M_x, S, C) \) and \( B \) drawn from \( p_{P_2, L}(B \mid M_x, S, C) \).

This is the quantity we seek to estimate, given our trained models in English and Japanese, and the particular acoustic tokens in our corpora from the phonetic categories we would like to test.

**Estimation of the effect.** In order to obtain a sample of model representations \( S_{P, M, L, T, R_T, S, C} \) for each relevant combination of the index variables, we extract a representation of each test acoustic token for each model \( M \).\(^1\) For each combination of test language \( L_T \), test register \( R_T \), test speaker \( S \) and test phonetic context \( C \), we obtain a sample of up to 5 acoustic realizations of each phonetic category from the test corpus. For each combination of training language \( L \), training register \( R_I \), we obtain one model trained on the full training set and 10 models that are each trained on 1/10\(^{th}\) of it.

Given these samples from the distributions of model representations of test stimuli, we define the following estimator of \( \delta(P_1, P_2, L_1, L_2) \),
\[
\hat{\delta}(S, M_1, M_2) := \frac{1}{|S|} \sum_{S \in S} \frac{1}{|C(S)|} \sum_{C \in C(S)} \left( \frac{1}{|M_1|} \sum_{M_1 \subset M_1} \hat{\epsilon}(S_{P_1, M_1, S, C}, S_{P_2, M_1, S, C}) - \frac{1}{|M_2|} \sum_{M_2 \subset M_2} \hat{\epsilon}(S_{P_1, M_2, S, C}, S_{P_2, M_2, S, C}) \right),
\]

where \( S \) is the set of sampled test speakers, \( C(S) \) is the set of contexts available for the target contrast from test speaker \( S \), \( M_1 \) and \( M_2 \) are the sampled models for training language \( L_1 \) and \( L_2 \) respectively and \( \hat{\epsilon} \) is the estimator for the ABX discrimination error defined in the Material and Methods section of the main text.

Provided there is no systematic bias in how phonetic contexts are missing from the sample of any particular test speaker, \( \hat{\delta}(S, M_1, M_2) \) can be shown to be an unbiased estimator of \( \delta(P_1, P_2, L_1, L_2) \).

**Significance testing.** We want to assess the contrasts for which a significant cross-linguistic difference in discriminability is observed. In order to do assess significance, we need a test statistic with a known distribution. For given \( P_1, P_2, L_1, L_2 \), we define
\[
\hat{D}(S, M_1, M_2) := \frac{1}{|C(S)|} \sum_{C \in C(S)} [\hat{\epsilon}(S_{P_1, M_1, S, C}, S_{P_2, M_1, S, C}) - \hat{\epsilon}(S_{P_1, M_2, S, C}, S_{P_2, M_2, S, C})].
\]

It is straightforward to check that
\[
\hat{\delta}(S, M_1, M_2) = \frac{1}{|S||M_1||M_2|} \sum_{S \in S} \hat{D}(S, M_1, M_2).
\]

\( \hat{\delta}(S, M_1, M_2) \) can thus be interpreted as a (generalized) U-statistic with kernel \( \hat{D} \) of order 3 and degree \((1, 1, 1)\) (4), applied to mutually independent i.i.d. samples \( S, M_1 \) and \( M_2 \) (where an element \( S \) of \( S \) is effectively a sample of up to five acoustic tokens for each phonetic context available from speaker \( S \) for the target phonetic contrast).

Assuming this U-statistic is not degenerate, we can apply the central limit theorem for U-statistics (4) to obtain that
\[
\frac{\hat{\delta}(S, M_1, M_2)}{\text{Var}[\hat{\delta}(S, M_1, M_2)]}
\]
has an asymptotic normal distribution with mean \( \delta(P_1, P_2, L_1, L_2) \) and variance 1. Provided we can estimate the variance of the estimator \( \text{Var}[\hat{\delta}(S, M_1, M_2)] \), this result allows us to perform asymptotic z-tests of \( H_0 : \delta(P_1, P_2, L_1, L_2) = 0 \) versus \( H_1 : \delta(P_1, P_2, L_1, L_2) \neq 0 \). We provide the required estimator \( \hat{V}(S, M_1, M_2) \) of \( \text{Var}[\hat{\delta}(S, M_1, M_2)] \) in the next section.

**Estimation of the variance of \( \hat{\delta} \).** The previous section showed that given an estimate \( \hat{V}(S, M_1, M_2) \) of the variance \( \text{Var}[\hat{\delta}(S, M_1, M_2)] \), we can compute statistical significance of the estimated differences in discrimination error between languages. In this section we derive such an estimator.

We first find an expression for \( \text{Var}[\hat{\delta}(S, M_1, M_2)] \), then derive an estimator from it. We use \( n_1 \) to denote the number of test speakers, \( |S| \), \( n_2 \) to denote the number of models trained on language \( L_1, |M_1| \), and \( n_3 \) to denote the number of models trained on language \( L_2, |M_2| \). We can express the variance using the standard decomposition for the variance of a U statistic (4),
\[
\text{Var}[\hat{\delta}(S, M_1, M_2)] = \frac{1}{n_1 n_2 n_3} [(n_1 - 1)(n_2 - 1)\sigma_{001}^2 + (n_1 - 1)(n_3 - 1)\sigma_{010}^2 + (n_2 - 1)(n_3 - 1)\sigma_{100}^2 \\
+ (n_1 - 1)\sigma_{011}^2 + (n_2 - 1)\sigma_{101}^2 + (n_3 - 1)\sigma_{110}^2 \\
+ \sigma_{111}^2]
\]
where \( \sigma_{xy}^2 \) denotes the covariance between \( \hat{D}(s_1, a_1, j_1) \) and \( \hat{D}(s_2, a_2, j_2) \) for two triplets \((s_1, a_1, j_1), (s_2, a_2, j_2)\) formed of a randomly sampled combination of a test speaker, an American English model, and a Japanese model, with the subscripts \( x, y, \)

---

\(^1\) Possibly with some missing data, as not all possible phonetic contexts occur for each speaker and each phonetic category in any given test set.
where and \( z \) indicating whether the two test speakers, American English models and Japanese models, respectively, are constrained to be identical (subscript 0) or not (subscript 1). For example,

\[
\sigma^2_{000} = E_{s_1,s_2,a_1,a_2,j_1,j_2}[\hat{D}(s_1,a_1,j_1)\hat{D}(s_2,a_2,j_2)] - (E_{s,a,j}[\hat{D}(s,a,j)])^2 = 0;
\]

\[
\sigma^2_{11} = E_{s,a,j}[\hat{D}(s,a,j)]^2 - (E_{s,a,j}[\hat{D}(s,a,j)])^2;
\]

\[
\sigma^2_{001} = E_{s_1,s_2,a_1,a_2,j_1,j_2}[\hat{D}(s_1,a_1,j_1)\hat{D}(s_2,a_2,j_2)] - (E_{s,a,j}[\hat{D}(s,a,j)])^2.
\]

We now use the above variance decomposition to derive an estimator. Let us define the order 3, degree \((2, 2, 2)\) kernel \(\psi_{k_1,k_2,k_3}\) for some strictly positive integers \(k_1, k_2, k_3\), as follows

\[
\psi_{k_1,k_2,k_3}(s_1, s_2, a_1, a_2, j_1, j_2) := \frac{1}{k_1 k_2 k_3}[(k_1 - 1)(k_2 - 1)(\hat{D}(s_1,a_1,j_1)\hat{D}(s_2,a_2,j_2) - \hat{D}(s_1,a_1,j_1)\hat{D}(s_2,a_2,j_2))
\]

\[
+ (k_1 - 1)(k_3 - 1)(\hat{D}(s_1,a_1,j_1)\hat{D}(s_2,a_2,j_2) - \hat{D}(s_1,a_1,j_1)\hat{D}(s_2,a_2,j_2))
\]

\[
+ (k_2 - 1)(k_3 - 1)(\hat{D}(s_1,a_1,j_1)\hat{D}(s_2,a_2,j_2) - \hat{D}(s_1,a_1,j_1)\hat{D}(s_2,a_2,j_2))
\]

\[
+ (k_1 - 1)(\hat{D}(s_1,a_1,j_1)\hat{D}(s_2,a_1,j_1) - \hat{D}(s_1,a_1,j_1)\hat{D}(s_2,a_2,j_2))
\]

\[
+ (k_2 - 1)(\hat{D}(s_1,a_1,j_1)\hat{D}(s_1,a_2,j_1) - \hat{D}(s_1,a_1,j_1)\hat{D}(s_2,a_2,j_2))
\]

\[
+ (k_3 - 1)(\hat{D}(s_1,a_1,j_1)\hat{D}(s_1,a_2,j_1) - \hat{D}(s_1,a_1,j_1)\hat{D}(s_2,a_2,j_2))
\]

\[
+ (\hat{D}(s_1,a_1,j_1)\hat{D}(s_1,a_1,j_1) - \hat{D}(s_1,a_1,j_1)\hat{D}(s_2,a_2,j_2))
\]

Let us consider some arbitrary orderings \((s_1, s_2, ..., s_n), (a_1, a_2, ..., a_n)\) and \((j_1, j_2, ..., j_n)\) of \(\mathcal{S}, \mathcal{M}_1,\) and \(\mathcal{M}_2\), respectively. Let us also note (n \( k\)), for any integers \(n\) and \(k\), the set of all integer \(k\)-tuples \((i_1, i_2, ..., i_k)\) such that \(1 \leq i_1 < i_2 < ... < i_k \leq n\).

It is straightforward to show that \(\psi_{n_1 n_2 n_3}\) is an unbiased estimator for \(\text{Var}[\hat{\delta}(\mathcal{S}, \mathcal{M}_1, \mathcal{M}_2)]\), leading to the following symmetric unbiased estimator based on all of the available data

\[
\hat{V}(\mathcal{S}, \mathcal{M}_1, \mathcal{M}_2) := \frac{1}{\binom{n}{2}^2 \binom{k}{2}^2} \sum_{i_1, i_2 \in \{n_1, 2\}}^{\binom{2}{2}} \sum_{j_1, j_2 \in \{n_2, 2\}}^{\binom{2}{2}} \sum_{k_1, k_2 \in \{n_3, 2\}}^{\binom{2}{2}} \psi_{n_1 n_2 n_3}^{\mathcal{S}}(s_1, s_2, a_1, a_2, j_1, j_2, k_1, k_2),
\]

where \(\psi_{n_1 n_2 n_3}^{\mathcal{S}}\) is the symmetrized version of \(\psi_{n_1 n_2 n_3}\).

\[
\psi_{n_1 n_2 n_3}^{\mathcal{S}}(s_1, s_2, a_1, a_2, j_1, j_2) := \frac{1}{(2!)^3} \sum_{i_1, i_2 \in \mathcal{S}_2} \sum_{k_1, k_2 \in \mathcal{S}_2} \psi_{n_1 n_2 n_3}^{\mathcal{S}}(s_1, s_2, a_1, a_2, j_1, j_2),
\]

with \(\mathcal{S}_2 = \{(1,2), (2,1)\}\) the set of all permutations of \(\{1, 2\}\).

With this estimator for the variance of \(\hat{\delta}(\mathcal{S}, \mathcal{M}_1, \mathcal{M}_2)\), we can now conduct a z-test over the test statistic defined in the previous section to compute statistical significance of cross-linguistic discrimination differences.

**Supplementary Discussion.**

1. **Input Idealization in computational modeling of early phonetic learning.** Modeling studies investigating the feasibility of potential learning mechanisms for early phonetic learning have typically relied on input idealizations that sidestep the lack of invariance problem and the phonetic segmentation problem, and cannot therefore alleviate the feasibility concerns related to these problems. In initial modeling work investigating the feasibility of learning phonetic categories through distributional learning (5–9), the phonetic category segmentation problem was either simply assumed to have been solved (7–9), or the input speech was assumed to consist of exemplars from a restricted number of pre-segmented or isolated syllable types, that were furthermore chosen such that automatic segmentation of the vowel nucleus based on voicing cues would be easy (5, 6). The impact of the lack of invariance problem was minimized by artificially limiting the variability of the input. Specifically, the input speech signal was: chosen from a restricted set of phonemes (5–9); occurring in a restricted set of phonetic contexts (5–7); uttered by a (very) restricted set of speakers (5, 9); available to the learner in a manually encoded (7–9) and/or restricted (5–9) phonetic feature space; drawn from synthetic parametric sound distributions fitted to corpus data rather than using corpus data directly (7, 8). Subsequent studies considered slightly more realistic variability and found that distributional learning was not sufficient anymore to learn phonetic categories accurately (10–16) and proposed additional learning mechanisms tapping into other sources of information plausibly available to infants to complement distributional learning. However, demonstrations of feasibility for the proposed mechanisms still assumed the phonetic category segmentation problem to be solved (10–12, 14–16) and/or did not fully address the lack of invariance problem by not considering the full variability of natural speech (10–16).

Specifically, input speech signal was: chosen from a restricted set of phonemes (10–12, 14–16); occurring in a restricted set of phonetic contexts (12, 14, 16); uttered by a very restricted set of speakers (10, 11, 13, 15, 16); available to the learner in a manually encoded (9, 10, 12, 14–16) and/or restricted (10–12, 14–16) phonetic feature space; drawn from synthetic parametric sound distributions fitted to corpus data rather than using corpus data directly (11–14). Existing attempts to extend some
of these results to more realistic learning conditions have failed (17, 18). The few studies that attempted to model infant phonetic learning from naturalistic, unsegmented speech input remained inconclusive for lack of a suitable evaluation method (19, 20). Finally, we know of only one demonstration of feasibility for an account of early phonetic learning in which the outcome of learning is not phonetic categories (21). It also assumes the phonetic category segmentation problem to be solved and minimizes the impact of the lack of invariance problem by artificially limiting the variability of the input speech.

Modeling assumptions are necessary in any model—for example, our approach ignores the visual component of speech and uses adult-directed rather than child-directed speech—but they should be critically examined to assess their suitability relative to the research objectives. For example, whereas the assumptions typically made in previous studies were all geared toward making the learning problem easier—by sidestepping the lack of invariance and phonetic segmentation problems—we focus, as much as possible, on modeling assumptions that make it harder. This means that in our framework, positive feasibility results constitute much stronger evidence. Our framework is not devoid of modeling assumptions that make the learning problem easier; for example, we consider speech input consisting of speech from a single speaker at a time, captured by a close-range microphone, and with no overlap with environmental sounds. However, we make many fewer such simplifying assumptions than previous models and we are careful not to sidestep the phonetic category segmentation and the lack of invariance problems in particular. This ensures that our simulations are suitable to address feasibility concerns related to these problems.

2. Model initialization, learning procedure and convergence. Following Chen et al. (22), the parameters of our Gaussian mixture models are learned through the exact Markov chain Monte-Carlo (MCMC) sampling algorithm proposed in Chang & Fisher (23). This algorithm combines, in a principled way, Gibbs sampling of the parameters of instantiated mixture components (i.e. the clusters with non-empty membership at any given point in the algorithm execution) with sampling of split and merge moves that increase or reduce the number of instantiated mixture components. It is designed to combine good statistical convergence properties with computational efficiency, and in particular to allow the parallelization of the computations to accommodate large training datasets.

We also follow Chen et al. (22) for model initialization. They used the default initialization procedure in the implementation proposed by Chang & Fisher (23), which consists of assigning each data point in the training set uniformly at random to one of ten initial clusters. The mean vector and covariance matrix for each of these ten initial clusters is then taken as the mean and covariance of the points assigned to that cluster. The weights of each of the cluster in the initial mixture is obtained by drawing from a Dirichlet distribution with ten categories and concentration parameter whose $i$-th component, for $1 \leq i \leq 10$, is the number of points that were initially assigned to the $i$-th cluster.

In theory, the initial state should not influence the learning outcomes when using this algorithm. The sampling algorithm we use comes with the usual guarantees (for sampling algorithms) of global convergence to the true posterior in the limit (23), so that in principle, the initialization procedure should not matter if we run the sampling procedure for long enough. The main issue in practice is that there is usually no definitive way to determine when it has been ‘long enough’. In our case, we look at the number of learned categories as a function of the number of sampling iterations (Figure S11). We see that this number is largely stabilized after about 600 iterations for all the models we train. This suggests that training the models for 1500 sampling iterations (per parameter), as we do—again following the example of (22)—is sufficient for model convergence. We also see that cross-linguistic differences emerge quite robustly on independent runs for models trained on one to two hours of speech input (Figure 3(b)). Thus, we are reasonably confident that the models have converged.

Still, we cannot completely rule out the possibility that running the algorithm for longer might ultimately lead to a different outcome (e.g. to units corresponding to phonetic categories), and that a different setting of the initial state might lead to that outcome faster. This leads us to consider the biological and psychological plausibility of the initialization procedure we used.

A prominent proposal in the literature (see 24, for example)—motivated by observations of a certain ‘language-readiness’ of the human brain at birth and even before (25)—is that infants start with an innately specified, ‘universal’ mapping from an auditory space to a phonetic space, which is then progressively altered as they gain experience with their native language. However, there have not yet been proposals for a concrete implementation of such a mapping (although see 26, for a possible technical solution).

This view is not universally shared. An alternative hypothesis has been argued to be fully compatible with the empirical record (e.g. 27, 28), according to which the observation of ‘universal’ phonetic discrimination abilities in newborns would correspond to an initial mode of perception of a purely auditory nature, in the absence of any mapping to phonetic space. Under this view, phonetic representations would be initiated through some form of random mapping, and subsequently refined through experience-dependent plasticity. One benefit of this latter view is that it assumes less in terms of what needs to be genetically specified than an innate universal mapping between acoustic and phonetic space.

As discussed in the main text, MFCC input features can be interpreted as the output of a (very) simple model of the peripheral auditory system, and our approach to initialization can thus be understood as an implementation of this latter view. We are not aware of many empirical constraints on what would constitute a plausible random initialization of the phonetic clusters within this auditory space, and our initialization procedure represents one possible, albeit admittedly arbitrary, solution.

3. Interpretation of simulated discrimination errors and relation to empirical observations. To evaluate our trained models, we expose them to appropriate test stimuli (e.g. exemplars of [a] and [l]) and simulate discrimination tasks using the models’ representation of these stimuli. Here, we discuss our criteria to decide if the models successfully account for early phonetic learning on the basis of the resulting discrimination errors. For the purpose of this article, we deem our models successful if they can account for the
As the amount of training data increases, the two stimuli become more dissimilar for the American English models, while differences than our (unsupervised) models do. For the baseline as a possible approximation of an adult-like state, we focus on modeling qualitative aspects of the empirical results. This means showing that American English models discriminate [i] and [l] better than Japanese models do. We find this qualitative effect both with the original stimuli from Kuhl et al. (29), and with a broader set of speech stimuli drawn from American English speech corpora. Figure S6 shows that with small amounts of training data, the dissimilarity between the two original stimuli is roughly similar for all models. As the amount of training data increases, the two stimuli become more dissimilar for the American English models, while their dissimilarity stays roughly the same for the Japanese models. When tested on a broader set of [i] and [l] stimuli, all models get better at discriminating this contrast as the amount of training data increases, but a clear cross-linguistic difference nevertheless emerges (Figure 3(b)). As noted above, there are a number of reasons why the direction of change in absolute error rates might not be reliable; but in both simulations, the increasing separation between English and Japanese models with increasing training data directly translates into their intake (33), the data they use for learning. In addition, some of the differences in infants’ behavior at different ages might also stem from developmental factors not directly related to perception, and these are not included in our model. Moreover, we do not know whether infants rely solely on learned representations for discrimination, even when those representations are just starting to be formed and might be unreliable, or whether they initially rely on language-universal input features for discrimination, and then smoothly transition to relying on the learned language-specific representations as the amount of training data increases. This prevents us from interpreting the change in discrimination errors as a function of the amount of training input given to the model on Figure 3(b) directly as a developmental trajectory for example.

Because we cannot hope to get a quantitative match in either the absolute discrimination scores or the absolute quantity of training data, we focus on modeling qualitative aspects of the empirical results. This means showing that American English models discriminate [i] and [l] better than Japanese models do. We find this qualitative effect both with the original stimuli from Kuhl et al. (29), and with a broader set of speech stimuli drawn from American English speech corpora. Figure S6 shows that with small amounts of training data, the dissimilarity between the two original stimuli is roughly similar for all models. As the amount of training data increases, the two stimuli become more dissimilar for the American English models, while their dissimilarity stays roughly the same for the Japanese models. When tested on a broader set of [i] and [l] stimuli, all models get better at discriminating this contrast as the amount of training data increases, but a clear cross-linguistic difference nevertheless emerges (Figure 3(b)). As noted above, there are a number of reasons why the direction of change in absolute error rates might not be reliable; but in both simulations, the increasing separation between English and Japanese models with increasing training data directly translates into their intake (33), the data they use for learning. In addition, some of the differences in infants’ behavior at different ages might also stem from developmental factors not directly related to perception, and these are not included in our model. Moreover, we do not know whether infants rely solely on learned representations for discrimination, even when those representations are just starting to be formed and might be unreliable, or whether they initially rely on language-universal input features for discrimination, and then smoothly transition to relying on the learned language-specific representations as the amount of training data increases. This prevents us from interpreting the change in discrimination errors as a function of the amount of training input given to the model on Figure 3(b) directly as a developmental trajectory for example.

A limitation of this study is that it focuses on one language pair, limiting the relevant empirical record to mostly one study (29). Mugitani and colleagues (34) suggested that vowel length perception at 10 months could be similar in American English and Japanese listeners; our models appear broadly consistent with this hypothesis, as we find no systematic difference in Japanese vowel length discrimination between the Japanese and American English models (see Supplementary Discussion 5). However, we do not focus on this result, as Mugitani and colleagues (34) did not directly test American English 10 month olds, and recent evidence suggests that the development of vowel length perception, for Japanese listeners at least, might be more complicated than once thought (35). As argued in the main discussion, in the longer term our modeling framework will allow evaluating the proposed learning mechanism against the empirical record on further language pairs, comparing it with other possible learning mechanisms, and designing empirical tests of their predictions.

We are not aiming to model adult data, nor are we able to interpret absolute error rates relative to infant data. Thus, the absolute levels of the discrimination errors we obtain have little bearing on our main conclusions. However, it is still interesting to get a sense of how those absolute error rates might be interpreted. To this end, we added a supervised phoneme recognizer baseline as a possible approximation of an adult-like state. In general, the supervised baselines show larger cross-linguistic differences than our (unsupervised) models do. For the [i]-[l] contrast, for example, the absolute difference in discrimination errors between ‘native’ and ‘non-native’ models is about four times as large for the supervised phoneme recognizers as for the

---

6 This view is supported by empirical evidence that American English infants’ perception of [i]-[l] develops well beyond the first year of life (31).

8 One potential solution might be to pool infant data across many experiments to try and calibrate task models. However, it is unclear whether this strategy could be successful, because of the heterogeneity in the way infant experiments are carried out in practice.

---

This is different from its role in Figures 4, S7, S9 and S10, where it is used as a possible embodiment of the linguistic notion of phonetic category.
unsupervised models. These larger crosslinguistic differences are driven by decreased performance of the supervised baselines on the ‘non-native’ language and increased performance on the ‘native’ language (Figures S3, S5), though improvement on the ‘native’ language does not appear robust to a register change (Figure S3). These results show that the proposed learning mechanisms for early phonetic learning is compatible with the view that one-year-olds have not yet formed mature, adult-like speech representations.**

We additionally included an unlearned ‘auditory’ input features baseline (with distances computed directly between sequence of MFCC input vectors) in Figures S3, S5, as a possible approximation of discrimination on the basis of a language-universal auditory representation. This baseline performs surprisingly well relative to both the supervised baseline and the unsupervised models in discriminating some phonetic contrasts. On average, the ‘native’ models do better than the baseline, and the ‘non-native’ models do worse, as expected (Figure S3). However, this is not true for every contrast, as can be seen for [a]-[l] and [w]-[l] on Figure S5. There are a number of possible ways to interpret this result.†† This might reflect a shortcoming common to both the supervised models and supervised baselines for these contrasts. It might also be that, in order to catch up with the input features baseline, our models require larger amount of training input (Figure 3(b)) or input that is more similar to what infants hear (38). Finally, another possibility is that high level language-specific representation might need to be combined with information-rich auditory representation (39) to enable accurate phonetic discrimination of certain contrasts—as appears to be the case in humans (40).

4. Interpretation and plausibility of the learned representations. It might seem surprising for infants to be learning—as part of the language acquisition process—units such as those we find, with no established linguistic interpretation. Given the relative evolutionary recency of the language faculty in humans (41), however, early phonetic learning might be grounded in domain-general perceptual learning mechanisms (42, 43), the outcome of which might not conform to a purely linguistic interpretation. Supporting this view are observations of early perceptual attunement in other modalities than speech perception—for example in face (44), voice (45), pitch (46, 47), music (48) and linguistic sign (49) perception—and in other animals than humans—for example for conspecific vocalizations in rats (50), for music in mice (51) and for faces in macaques (52). Furthermore, there is evidence that the physiological mechanisms governing the onset and offset of perceptual attunement might be similar in these different modalities and conserved from mouse to man (53–55). Furthermore, from a more adaptive/function point of view, phonetic categories embody sophisticated linguistic knowledge and inferring them from scratch might simply be too difficult. The learned representations under the proposed account support remarkably accurate discrimination of native language word-forms (22, 56–58)—a criterion for which early phonetic representations have been proposed to be optimized (59–61). They could thus serve as a more robust intermediate point in a bootstrapping process (62) ultimately leading to language proficiency.

Another question that arises is whether the learned representations are biologically and psychologically plausible given their relatively high dimensionality—between 444 and 899 learned categories, with posterior probability vectors of matching dimension. It is questionable whether infants—or even adults—would be able to explicitly access and manipulate such detailed representations of the phonetics of very short stretches of speech. We believe, however, that the learned units are plausible at least as lower-level perceptual representations. Such high-capacity intermediate representations are commonly postulated in other domains of adult and infant cognition—for example, as part of the ‘core’ object recognition and the ‘core’ spatial navigation systems (63), with corresponding computational models typically featuring representations in even higher dimensions than the ones we consider here (64–67). Computation over such high-capacity representations is likely to be costly and might be limited to a restricted set of operations—including the formation of integrated similarity or familiarity judgments, for example. Such representations are typically seen as supporting the operation of largely subconscious cognitive processes and allowing the formation of higher-level, lower-capacity, representations over which computations can be carried out more flexibly (see 68, for example).

5. Systematic model predictions. We provide a concrete demonstration of our framework’s ability to link accounts of early phonetic learning to systematic predictions regarding the empirical phenomenon they seek to explain by reporting in Table S1 phonetic contrasts of Japanese and American English for which the distributional learning mechanism we study robustly predicts a significant difference in discrimination abilities between learners of those languages. Note that nothing in our method—which we present in detail in Supplementary Materials and Methods 4—is specific to the particular distributional learning mechanism studied in this article. It applies directly to any learning mechanism taking actual speech signal as input, as long as a reasonable way to measure the (dis)similarity between the learned representations of relevant test stimuli can be provided.

Reassuringly, we find that American English [a]-[l] is among the contrasts robustly predicted to be significantly harder to discriminate for Japanese-learning infants. Only two other contrasts of American English are predicted to be robustly harder to discriminate for Japanese-learning infants, both involving the rhotacized vowel [r]. We are not aware of empirical comparisons of Japanese- and American English-learning infants (and even adults) having been carried out so far for these contrasts. No contrast of Japanese is predicted to be robustly harder for American-English-learning infants.

6. Advantages of our approach over traditional approaches to making predictions. Our approach to linking a learning mechanism to systematic predictions regarding infant phonetic discrimination relies on explicit simulations of the learning process. Such simulations have been carried out before (5–16, 19–21, 69), however this never resulted in concrete predictions regarding **This view is supported among other things by evidence of continued phonetic learning well after the first year (see e.g. 31, 36, 37).

†† We do not attempt to decide between these possible interpretations here, as this is not directly relevant to our main conclusions.
infants’ discrimination abilities. One reason is that previous simulation studies were conducted in the context of outcome-driven approaches and therefore focused on testing whether phonetic categories could be learned, rather than on predicting discrimination patterns observed in infants. There are also methodological limitations that would have severely limited the possibility of obtaining systematic predictions in these studies. One of them is the drastically simplified input used in most studies. Influences of the phonetic context on cross-linguistic differences in discrimination abilities (70) might fail to be captured when the training data is restricted to just a few contexts, for example. Or meaningful predictions might be impossible for non-native contrasts falling into part of the phonetic space that is not represented in the input when it contains only a subset of the phonetic categories of the training language (e.g. if the input consists exclusively of vowels represented in terms of their formant frequencies). Even for the studies that did attempt to model infant phonetic learning from realistic speech input (19, 20), the lack of a suitable evaluation method to handle the complex speech representations typically produced by algorithms learning from raw speech without supervision would have prevented the derivation of systematic predictions. Indeed, as we already noted, traditional signal detection theory models of discrimination tasks (71) cannot handle high-dimensional input representations, while more elaborate Bayesian probabilistic models (72) typically have too many free parameters to be practical. Moreover, traditional evaluation methods for representation learning algorithms from the machine learning literature typically assess performance on downstream tasks such as supervised classification, or against known cluster labels, rather than on the discrimination abilities measured in infants. Finally, the procurement of appropriate test stimuli for all the phonetic contrasts for which predictions are to be obtained, and the need for a sound statistical methodology to separate signal from noise in the large number of resulting predictions, would have presented two additional challenges.

In principle, an alternative to our mechanism-driven approach would be to obtain predictions by relying on pre-specified notions of the outcome of learning. In phonetic category accounts, for example, predictions could be made based on how the phonetic categories from the test language map onto the phonetic categories of the native language. This has been the standard approach in the field until now, but to the best of our knowledge, has never resulted in the kind of systematic predictions we report here. Its scalability is limited by two central difficulties related to the intrinsic complexity of the speech signal. First, given that detailed aspects of the speech signal can strongly affect discrimination abilities (70, 73), making systematic predictions would require extraordinarily detailed phonetic descriptions of the whole phonetic space in all of the relevant languages. Such descriptions are not available at the required scale at present, and conducting detailed phonetic analyses to obtain them would represent a colossal undertaking. Second, even on a small scale, how to carry out the required phonetic analyses is not clear. Arbitrary decisions would have to be made, for example, regarding which phonetic dimensions to include, how to characterize these dimensions acoustically, how to characterize discrete categories in the presence of gradient effects, and how to concretely relate the observed cross-linguistic phonetic differences to predicted discrimination abilities. Some of this methodological uncertainty has been sidestepped in practice by relying on empirical assimilation patterns—adults’ judgments regarding what sound from their native language is most similar to a non-native stimulus—to guide the derivation of predictions in an ad hoc fashion. This is not a scalable solution, however, given the costs associated with human experimentation. It also fails to explain how the observed assimilation patterns arise in the first place.

Our modeling framework provides the first practical, scalable way to link accounts of early phonetic learning to systematic predictions regarding infant phonetic discrimination. Key innovations underlying the success of our framework relative to previous approaches include a focus on mechanisms rather than outcomes, and on mechanisms capable of learning from naturalistic speech in particular, resulting in models capable of making systematic predictions. The testing of these models at scale relies on further important innovations. One of them is the use of large forced-aligned databases of transcribed continuous speech recordings to procure relevant test stimuli. Another is the use of the machine ABX test to link model representation of test stimuli to concrete, systematic predictions regarding infants’ discrimination abilities. The machine ABX test is an automatized, parameterless measure of discriminability that is computationally tractable, statistically efficient, and can handle representations in essentially any format, as long as a reasonable way to measure the similarity between the speech representations to be evaluated can be provided, making it easy to compare the predictions from different models (74). The rationale for such an evaluation method, with a focus on simplicity of use and scalability—rather than seeking to provide a detailed model of infants’ behavior in a particular experimental paradigm—is the idea that different discrimination tasks all index a common perceptual process and should result in qualitatively similar discrimination patterns—an idea that has received empirical support from the signal detection literature (71). Finally, another important innovation is the careful statistical analysis—taking into account noise sources in both model training and evaluation (see Supplementary Materials and Methods 4)—which allows us to tease out reliable effects in the large number of generated predictions.
Table S1. Phonetic contrasts for which a significant difference in discriminability between American English- and Japanese-learning infants is robustly predicted by the proposed distributional learning mechanism. That is, for each possible choice of training and test register, these contrasts show a significant difference in discrimination errors between models trained on American English and Japanese, and the magnitude of this difference does not decrease as the training data size is increased. See Supplementary Materials and Methods 4 for justification of these criteria and details of the method.

<table>
<thead>
<tr>
<th>Language</th>
<th>Contrast</th>
<th>Easier for learners of</th>
<th>Average difference in discrimination error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Am. English</td>
<td>[ʃ] - [l]</td>
<td>Am. English</td>
<td>5.4%</td>
</tr>
<tr>
<td>Am. English</td>
<td>[s] - [ʌ]</td>
<td>Am. English</td>
<td>4.8%</td>
</tr>
<tr>
<td>Am. English</td>
<td>[ə] - [ɛ]</td>
<td>Am. English</td>
<td>3.7%</td>
</tr>
</tbody>
</table>
Fig. S1. Average ABX error rates over all consonant and vowel contrasts obtained with each of our four Gaussian mixture models on each of the four test sets. Error bars correspond to plus and minus one standard deviation of the errors across resampling of the test stimuli speakers. On all four test sets, ‘native’ models make fewer discrimination errors than ‘non-native’ models, illustrating the robustness of the observed native advantage.
Fig. S2. ABX error rates for the American English [ɹ]-[l] contrast and two controls: American English [w]-[j] and average over all American English consonant contrasts. Error-rates are reported for each of the four trained Gaussian mixture models and each of the two American English test sets. Error bars correspond to plus and minus one standard deviation of the errors across resampling of the test stimuli speakers. Results show that the specific deficit for American English [ɹ]-[l] discrimination for ‘Japanese’ models compared to ‘American English’ models is robustly observed across all training and test conditions.
Fig. S3. Average ABX error rates over all consonant and vowel contrasts obtained with unsupervised Gaussian mixture models (GMM), with a supervised phoneme recogniser baseline (HMM) and with an input features (MFCC) baseline, as a function of the match between the training set and test set language and register. Error bars correspond to plus and minus one standard deviation of the errors across resampling of the test stimuli speakers. For both Gaussian mixture models and the phoneme recogniser baseline, the ‘Native’ (blue) conditions, with training and test in the same language, show fewer discrimination errors than the ‘Non-native’ (red) conditions. Also, in both cases the ‘native’ conditions show fewer errors than the input features baseline, while ‘non-native’ conditions show more errors. However, the native language effect (difference between ‘native’ and ‘non-native’ models) is bigger for the supervised than the unsupervised models. Also, whereas the unsupervised models generalise very well across registers, the supervised models appear to overfit the training register.
Fig. S4. Letter-value plots of the distribution of ‘native’ advantages across all tested phonetic contrasts (pooled over both languages) for the unsupervised Gaussian mixture models (GMM) and the supervised phoneme recogniser baseline (HMM). The native language advantage is the increase in discrimination error for a contrast of language L1 between a ‘L1-native’ model and a model trained on the other language, keeping the training register constant. The ‘native register’ advantage is the increase in error for a contrast of register R1 between a ‘R1-native’ model and a model trained on the other register, keeping the training language constant. For both types of models and in all tested cases, the reduction in the average discrimination error between ‘native language’ and ‘non-native language’ conditions is not driven by just a few contrasts. The ‘native register’ only seems to play a role for the supervised models. In particular supervised models trained on read speech appear to have trouble discriminating spontaneous speech stimuli, while supervised models trained on spontaneous speech do not have problem discriminating read speech stimuli.
Fig. S5. ABX error rates for the American English [ɹ]-[l] contrast and two controls: American English [w]-[j] and average over all American English consonant contrasts (C-C). Error rates averaged over the two American English test sets and across model’s training registers are reported for the unsupervised Gaussian mixture models (GMM), the supervised phoneme recogniser baseline (HMM) and the input features baseline. Error bars correspond to plus and minus one standard deviation of the errors across resampling of the test stimuli speakers. The specific deficit for American English [ɹ]-[l] discrimination for ‘Japanese’ models compared to ‘American English’ models is observed with both the unsupervised Gaussian mixtures and the supervised phoneme recognisers. The size of the deficit is larger for the supervised baseline, though, which we can interpret as the unsupervised GMM models producing somewhat immature representations of speech, like those of human infants (36), while the supervised HMM models produce more adult-like representations. Another interesting result is that the supervised American English models (‘native’ condition, in blue) do not outperform the input features baseline in the supervised case and underperform it in the unsupervised case. This suggests that some of the detailed information relevant to discrimination that was present in the input features was not preserved through the learning of a different representation of the speech signal in terms of discrete Gaussian components (see Supplementary Discussion 3 for further discussion).
Fig. S6. Dissimilarity between the trained models’ representation of a synthesized /ɾə/ stimulus and a synthesized /lə/ stimulus as a function of the amount of input. These stimuli are those used in the empirical study which showed the emergence of a cross-linguistic difference in discriminability of these stimuli between Japanese- and American English-learning infants (29). For each selected duration (except when using the full training set), ten independent subsets are selected and ten independent models are trained. Solid lines indicate the average dissimilarity, with error bands indicating plus or minus one standard deviation. The dissimilarity corresponds to the average of the Kullback-Leibler divergence between posteriorgram representations of the stimuli along the dynamic time warping alignment path, expressed in bits (see Material and Methods). As the amount of input data increases, there does not appear to be much of a change in the dissimilarity of the two stimuli for the Japanese models, whereas there is sharp increase in dissimilarity for the American English models, especially between the 1-2h and 10-20h of training input. This is remarkably consistent with the empirically observed behavior of infants tested with these stimuli: no significant change was observed in the ability of Japanese-learning infants to discriminate these stimuli between 6-8 and 10-12 months of age, whereas American English infants became better at it (29). The predicted cross-linguistic difference between American English and Japanese learners appears to require more input to be observed reliably when testing the models with synthetic stimuli than with natural stimuli (cf. Figure 3).
Fig. S7. As in Figure 4, with an additional ASR phone-state baseline (cf. Supplementary Materials and Methods 2). The Gaussian units in the learned (unsupervised) Gaussian mixtures are more similar to the phone-state units than to the phoneme units in the supervised baseline, although some differences remain. Even though the phone states are more numerous than the Gaussian components (a), they remain activated slightly longer on average (b) and they are better aligned with phonetic categories in terms of linguistic content, both within-speakers (c) and across speakers (d).
Fig. S8. Supporting evidence for Supplementary Materials and Methods 3. On the left hand side (‘Original analysis’ panel): acoustic (in)variance analysis for within speaker stimuli as in Figure S7. On the right hand side (‘With flawed stimuli removed’ panel): same analysis with potentially mispronounced, noisy or misaligned stimuli (as identified through a listening test, see Supplementary Materials and Methods 3) removed. Differences are barely visible and the overall pattern of results remains unchanged.
Fig. S9. As in Figure 4, with results for models trained on $1/10^{th}$ subsets of the full training sets added in baby blue (these models already show a reliable cross-linguistic difference in [i]-[l] discriminability between 'American English' and 'Japanese' models, see Figure 3(b)). For the duration and acoustic (in)variance analyses (panels b, c, d), results are averaged over the ten such models trained for each training corpus before standard deviations are estimated. For the number of learned units analysis (panel a), error bars show the standard deviations across the ten trained models. Models trained on $1/10^{th}$ subsets learn much fewer categories (about one fourth as many). This is closer to the typical number of phonemes or of phonetic categories one would expect in a language. Yet, these learned units remain qualitatively different from phonetic categories as shown by the duration and acoustic (in)variance analyses (panels b, c, d). Although their average duration of activation are a few millisecond longer than for models trained on the full training sets, this is still about one fourth of the average duration of speech segments corresponding to phonetic category units. The units learned by the models trained on $1/10^{th}$ subsets also appear slightly more acoustically invariant, with number of distinct units in the acoustic (in)variance tests about 80% that of the models trained on the full training sets (panels c, d). This remains much more variable than the phoneme recognizer baseline, however. Furthermore, for the acoustic (in)variance analysis we have applied a very generous correction for possible misalignment (see Supplementary Materials and Methods 3). This likely causes an overestimation of the acoustic invariance for all the unsupervised models, as indicated by the results on Figure S10. Overall these analyses suggest that the failure of our models to learn phonetic categories cannot be attributed solely to their learning of too many categories.
Fig. S10. As in Figure S9 (c, d), but without applying a correction for possible misalignments of the forced-aligned phone centers (Supplementary Materials and Methods 3). For the phoneme recognizer baseline, we see that the average number of distinct units for ten repetitions of a same word shows a small increase compared to the condition with correction for misalignment, with up to about 33% more distinct units (which remains less than what was found for the unsupervised models, with correction). In contrast the average number of distinct units more than doubles for our unsupervised models in all cases. This indicates that misalignment of the phone centers is not a very common issue—as the phoneme recognizer baseline manages to find largely invariant units without any correction—suggesting that our main acoustic (in)variance analyses overestimate the acoustic invariance of the units learned by our unsupervised models by a sizable margin.
As a convergence check, we plot the number of learned units (i.e. Gaussian components in the sampled mixture) as a function of the number of sampling iterations. Confidence bands indicate mean ± one standard deviation in number of learned units for models trained on independent subsets. For models trained on the full corpus no confidence band is available. The number of learned units remains stable after about 600 iterations for all models we trained, suggesting 1500 iterations was enough for our models to converge. For models trained on subsets of the full training set, we also see through the confidence bands that the number of learned categories does not depend a lot on the particular subset selected. Finally, we see evidence that for models trained on small amounts of data, the size of the training set appears to predict the number of learned units well, while for models trained on larger amounts of data, the precise nature of the training set appears to have a stronger effect. Models trained on similar amounts of input (full training sets are about 20 hours long for models trained on read speech and about 10 hours long for model trained on spontaneous speech) learn similar number of categories initially (for 1/100th training subsets), but as the size of the training sets gets larger (starting with 1/10th training subsets), models trained on Japanese result in larger number of learned categories than models trained on similar amount of American English. This suggests that the number of learned units for the models trained on larger amounts—the models showing cross-linguistic differences in discrimination—does not simply reflect the amount of training input, but also the qualitative characteristics of the training sets.
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