Simulation of scattering and phase behavior around the isotropic–nematic transition of discotic particles

Citation for published version:

Digital Object Identifier (DOI):
10.1016/j.jcis.2012.03.046

Link:
Link to publication record in Edinburgh Research Explorer

Document Version:
Early version, also known as pre-print

Published In:
Journal of Colloid and Interface Science

General rights
Copyright for the publications made accessible via the Edinburgh Research Explorer is retained by the author(s) and / or other copyright owners and it is a condition of accessing these publications that users recognise and abide by the legal requirements associated with these rights.

Take down policy
The University of Edinburgh has made every reasonable effort to ensure that Edinburgh Research Explorer content complies with UK legislation. If you believe that the public display of this file breaches copyright please contact openaccess@ed.ac.uk providing details, and we will remove access to the work immediately and investigate your claim.
Simulation of scattering and phase behavior around the isotropic–nematic transition of discotic particles

Rui P.S. Fartaria 1, Nadeem Javid, Jan Sefcik, Martin B. Sweatman *

Department of Chemical and Process Engineering, University of Strathclyde, 75 Montrose Street, Glasgow G1 1XJ, United Kingdom

A R T I C L E   I N F O
Article history:
Received 21 December 2011
Accepted 14 March 2012
Available online 28 March 2012

Keywords:
Cut-sphere
Isotropic
Nematic
Phase transition
SAXS
Light scattering
Clay
Monte Carlo
Umbrella sampling
Structure factor
Nanocomposite
Dispersion
Discotic

A B S T R A C T
The detailed study of the isotropic–nematic phase transition in a system of discotic particles of aspect ratios \( L/D \leq 0.1 \) presented here is relevant to a broad range of colloidal suspensions of chemically modified clay particles. Using Monte Carlo simulation techniques the equation of state, radial distribution functions, structure factors and normalized scattering intensities are calculated for each phase. The results are interpreted and related to previously reported free energy calculations [Fartaria and Sweatman, Chem. Phys. Lett. 478 (2009) 150], suggesting a nearly continuous isotropic–nematic transition for lower aspect ratios. Given this behavior we examined the structural information for each phase to determine how experimental scattering data might be used to distinguish the two phases. The radial distribution functions in each phase depend strongly on aspect ratio, and for larger aspect ratios a dramatic increase in the local ordering of discotic particles (represented here as cut-spheres) is observed just before the phase transition. However, this nearest-neighbor ordering seen in \( g(r) \) around \( r/D \approx 0.1 \) would hardly be discernible in experimental scattering data subject to usual statistical errors. The structure factors and scattering intensities were calculated for \( L/D = 0.1, 0.04 \) and \( 0.01 \) for the isotropic and nematic phases at and away from the isotropic–nematic transition. While the isotropic–nematic phase transition can be detected from the height and shape of the first scattering peak around \( 7Q \) for larger aspect ratios, this feature becomes much less discriminatory with decreasing aspect ratio. Instead, scattering intensities at low scattering vector amplitudes \((Q \rightarrow 0)\) can be used for detection of the phase transition at low aspect ratios. These results provide useful insight to guide interpretation of X-ray and light scattering measurements for colloidal dispersions of thin platelets undergoing isotropic–nematic transitions.

© 2012 Elsevier Inc. All rights reserved.

1. Introduction

Suspensions of clay particles dispersed in polymerizable solvents can be used in the synthesis of nano-composite materials with remarkably enhanced properties such as gas permeability, heat conductance, biodegradability, improved thermal stability and mechanical properties [1–4]. Another system of interest, with potential for nanotechnology applications [5], is the case of dispersions of graphene sheets in organic [6–8] or polar solvents [9]. It is important to understand how the structure of these materials can be controlled so that their properties can be fine-tuned for specific applications. The special feature of these systems is the discotic character of their nanoparticles, which gives rise to the potential for forming a range of discotic liquid crystal phases within nano-composite materials. In this work we are particularly interested in the nematic phase of such systems, since in this phase the particles are aligned such that they form a very good barrier against diffusion in any resulting nanocomposite material. If this phase can be encouraged to form in these materials at high concentrations, such that all particles are aligned parallel with the material’s surface, as opposed to forming microdomains with randomly distributed orientations, then a continuous barrier material, or barrier film, can be produced. The barrier properties of such a highly ordered material would far exceed those of existing analogous materials. For such phases to form, the dominant inter-particle interaction should be equivalent to hard-core exclusion, i.e. attractive interactions need to be suppressed. However, for many discotic nanoparticles, including clays, this regime normally occurs only at sufficiently high temperatures, where thermal energy is much greater than attractive interaction energies. The focus of this work, then, is on the isotropic–nematic phase transition of hard-core discotic particles with aspect ratios corresponding to clays of various kinds. We neglect attractive interactions altogether in our models, and hence our work essentially corresponds to the high temperature limit of discotic nanoparticle dispersions. In recent years there have been several theoretical and experimental studies of discotic colloidal dispersions. From a theoretical perspective several
different modeling approaches have been used. Usually, regardless of which model and method is used, the solvent degrees of freedom are ‘integrated out’, leaving just the discotic colloids which interact via an effective solvent mediated potential. This technique is described in a formal sense by Dijkstra et al. [10]. Early models used in simulations of these systems represent colloidal particles by a finite set of spherical particles connected in a disk shape [11,12], others use analytical potentials able to describe different degrees of anisotropy [13]. However, the more usual and simple models are based on solid hard cores that describe the shape of the particles. This is the case of the cut-sphere model, initially used by Veerman and Frenkel [14] to study the phase diagram of discotic systems with a range of aspect ratios, specified by \( L/D \) (thickness over diameter), between 0.1 and 0.4. Previous simulation studies [15] also investigated the isotropic–nematic (I–N) transition of infinitely thin disks which are a limiting case of the cut-sphere system. Bates and Frenkel [16,17] further extended the study of the I–N transition for systems of polydisperse disks (in diameter) and for disks with different geometrical shapes. Regarding the I–N transition, the general conclusion of these studies is that discotic systems (based on the cut-sphere model) all present a weak first order I–N transition up to aspect ratios of \( L/D \sim 0.15 \). For thicker disks the nematic phase was found to be unstable (throughout the text “thin” or “thick” refer to thickness relative to diameter). Veerman and Frenkel studied more dense phases, including columnar and crystalline, finding also a new phase, the so called cubatic phase, in which the disks are arranged in small stacks with three dimensional ordering along three perpendicular axes.

Other theoretical methods have also been applied to discotic systems. Density functional theory (DFT) and integral equation theories (IETs) have been applied to infinitely thin disks and cut-spheres. A study of the cut-sphere system based on the Hypernetted Chain (HNC) closure presented by Chamoux and Perera [18], was able to locate the I–N transition in reasonable accordance with simulation results and could also predict the formation of the cubatic phase. However, the corresponding results for the equation of state are in good agreement with simulation only for the low-density part of the isotropic phase. Using high-order virial expansions, You et al. [19] present another study on the equation of state of discotic systems (among others). This approach also yields good results for the isotropic low density states but becomes more inaccurate at densities close to the I–N transition. Eszterman et al. [20] apply DFT and fundamental measure theory (FMT) to study the I–N transition of infinitely thin disks and determine the coexistence properties at the transition, in particular the densities and the value of the nematic order parameter in the nematic phase, in good agreement with simulation results from Frenkel and Eppenga [15]. In a more recent work, using simulation, FMT DFT and IET, Cheung et al. [21,22] study the isotropic phase of a variety of hard-particle liquids, with emphasis on hard platelets. Although these methods are successful in describing the equation of state at lower densities, they are found to be less successful for platelet based systems at higher densities.

Despite this earlier work there is little detailed information about the nature of the I–N transition or the structural properties of each phase for a wide range of aspect ratios. Structural characterization of colloidal suspensions is experimentally accessible through scattering methods, such as small angle X-ray scattering (SAXS) and static light scattering (SLS), which have been widely used to identify structural features of various phases [23,24] as well as to compare measured scattering intensities with detailed structural information obtained from simulations [25,26]. So the aim of this present work is to provide this kind of detailed information about the I–N transition to complement experimental studies on dispersions of platelet based systems. In particular, we are interested in the nature of the transition and the structure of each phase. On the one hand, this information will help to verify the existence of each phase in some real dispersions by making suitable experimental measurements. On the other hand, experimental measurement of structural data can help to parametrize simulation models. Ultimately, this information should be useful for the design of nanocomposite materials with specific morphologies tailored for particular applications.

We choose to model colloidal platelets in terms of the cut-sphere model with aspect ratios \( L/D \leq 0.1 \) and use Monte-Carlo simulation techniques to analyze their properties. Although earlier simulation work has examined some properties of this system for aspect ratios 0.0 and 0.1, there is almost no data available for other aspect ratios which correspond, for example, to dispersions of commonly available organically modified clay platelets, e.g., Montmorillonite \((L/D \sim 0.005)\) [27,4], Laponite \((L/D \sim 0.04)\) [28,29] and Gibbsite \((L/D \sim 0.07)\). In the case of Gibbsite, some simulation results have already been presented by van der Beek et al. [30] that show qualitative agreement with experimental results for the relative location of the isotropic–nematic and nematic-columnar phase transitions. The cut-sphere model represents a reasonable geometrical approximation of colloidal clay particles, while hard-core exclusion corresponds to some experimental model systems such as organically modified Gibbsite suspended in toluene, investigated previously [31]. It can be expected that hard-core exclusion is the most important interaction between platelets determining their short-range ordering, and it certainly dominates in the high temperature regime. By adopting this model, additional interactions, such as electrostatic and dispersion, are considered to be negligible. The paper is organized as follows. In Section 2 we present the model and simulation details, while in Section 3 we present results for the equation of state, the location and nature of the I–N transition, and distribution functions, structure factors and scattering intensities for several aspect ratios. This is followed by a summary and final remarks in Section 4. For convenience, in Appendix A we present the formulation of the algorithm used for the detection of cut-sphere geometrical overlapping.

2. Methodology

2.1. Cut-sphere model

A cut-sphere is a geometrical object constructed by the intersection of a sphere with two parallel planes equidistant from the sphere center, as depicted in Fig. 1. The natural descriptors for a cut-sphere are the thickness, \( L \), the diameter, \( D \), and the director vector, \( \mathbf{n} \). In order to be able to use this model in simulations one has to develop an algorithm for deciding when a pair of particles are overlapping with each other. Our algorithm is equivalent to the one from Allen et al. [32] and is presented in detail in Appendix A. The algorithm was tested primarily by generating millions of random configurations of pairs of particles and plotting the intersection of the two objects using graphical software. Each result, overlap or no-overlap, was then compared with the result given
by the algorithm. In order to further test the algorithm, the same strategy was applied to accepted and rejected configurations extracted from Monte Carlo (MC) simulations with 288 cut-spheres.

2.2. General details of MC simulations

Systems of 288 and 2048 cut-spheres were used in the Monte Carlo simulations. For the smaller systems, the averages were taken over longer simulations up to $10^6$ MC moves per particle. A MC move consisted of a trial translation and a trial rotation, performed independently. For the larger system the averages were taken from runs of up to $2 \times 10^3$ MC moves per particle. Standard cubic periodic boundary conditions [33] were used in all simulations. The equation of state was calculated using both canonical (NVT) and isothermal-isobaric (NpT) ensembles. Simulations for the calculation of free energy profiles were performed using an umbrella-sampling technique and an NpT ensemble.

2.3. Pressure calculation

For the calculation of pressure with the NVT ensemble, the so-called “Virtual–Volume–Scaling” method, as presented by Frenkel and Eppenga [15] and further developed by Harismiadis et al. [34], was used. A more recent study on the effectiveness of the method is presented by de Miguel and Jackson [35]. With this method, small virtual random compressions or expansions of the system are performed during the simulation. The basis of the method is the relation between pressure and the Helmholtz free energy:

$$p = -\left(\frac{\partial F}{\partial V}\right)_{NT} = -\lim_{\Delta V \to 0} \frac{F(V + \Delta V) - F(V)}{\Delta V}$$

where $p$ is the pressure, $F$ is the Helmholtz free energy, $V$ is the volume, $N$ is the number of particles and $T$ is the temperature. By expressing $F$ in terms of the canonical partition function $Q_{NVT}$ i.e.

$$-\beta F = \ln Q_{NVT} = \frac{1}{\Lambda^{3N}N!} \int d^{3N} r \exp(-\beta U(r^N))$$

where $\beta = 1/k_B T$ with $k_B$ as the Boltzmann's constant, $\Lambda$ is the de Broglie thermal wavelength and $U$ is the configurational part of the Hamiltonian of the system (which depends on the configuration of the N-particle system, denoted $r^N$), one can write that for two systems at the same temperature but with different volumes, $V$ and $V' = V + \Delta V$:

$$-\beta [F(V') - F(V)] = \ln \left(1 + \frac{\Delta V}{V} \exp(-\beta \Delta U)\right)$$

where $\Delta U = U(r^N, V') - U(r^N, V)$ is the change in configurational energy due to the change in volume. The subscript $V$ in the ensemble average means that the average is taken for configurations of the system with the original volume. After some convenient rearrangements of Eq. (3) and using the definition in Eq. (1) we get that the pressure can be calculated from

$$\beta p = \rho \left(1 - \lim_{\Delta \rho \to 0} \frac{\ln(\exp(-\beta \Delta U))}{\Delta \rho}\right)$$

where $\Delta \rho$ is the change in density. For systems with hard-interactions, only virtual compressions are used, because $\Delta U = 0$ for any expansion. For this kind of system Eq. (4) becomes

$$\beta p = \rho \left(1 - \lim_{\Delta \rho \to 0} \frac{\ln(P_{acc}(\Delta \rho))}{\Delta \rho}\right)$$

with $P_{acc} = \exp (-\beta \Delta U)$ being the probability of a small random virtual compression not resulting in an overlap when $\Delta \rho > 0$. During the simulation a histogram for $P_{acc}(\Delta \rho)$ is built. For small changes in density we can approximate $\ln (P_{acc}) \sim - \beta \Delta \rho$. Performing a linear regression yields the pressure

$$\beta p = \rho \left(1 + \frac{\beta}{V}\right).$$

2.4. Nematic order parameter

The nematic order parameter, $S$, has a value close to zero for the isotropic phase and close to one for the nematic phase. The nematic order parameter can be calculated from the largest eigenvalue of the nematic tensor order parameter. This is a traceless tensor defined as

$$Q = \frac{1}{N} \sum_i \left[\frac{3}{2} (n_i - 1/3) \otimes (n_i - 1/3)\right]$$

where $I$ is the $3 \times 3$ identity tensor and $n$, $n_i$ is the vector direct product of the director vectors of the cut-spheres. This tensor has three eigen values $\lambda_i$, $\lambda_0$ and $\lambda_\perp$. In the works of Veerman and Frenkel [15,14] $S = -2 \lambda_0$ was used as the nematic order parameter because of the drastic change of this parameter from nearly zero to almost 1 through the $I$–$N$ transition. In this work we opt for the more usual [15] value of $S = \lambda_\perp$.

2.5. Umbrella-sampling

Umbrella-sampling [33] simulations and the NpT ensemble were used to calculate the dependence of the free energy on the nematic order parameter. During a simulation, the system was constrained to configurations with specific values of the nematic order parameter, $S_i$, where the index $i$ indicates the ith umbrella simulation. The bias potential used for this effect was, $\Phi(S) = k(S - S_i)^2$, with $k = 10^4$. The nematic order parameter interval [0, 1] was divided into 100 partially overlapping windows and a simulation was performed for each value $S_i$. In each simulation a histogram was built for the quantity $\langle \delta(\mathbf{S} - S_i) \rangle$ and the free energy was calculated for the ith window using

$$-\beta G_i(S) = \beta \Phi(S) + \ln \langle \delta(\mathbf{S} - S_i) \rangle.$$
made with a system of 2048 cut-spheres to check for finite size effects. No significant effects were found for the equation of state at the chosen points.

Fig. 2b displays results for the dependence of the nematic order parameter with density. Our results for the transition location are in good agreement with those of Piñeiro et al. However, they claim that the difference between their results (and hence ours) and those of Veerman and Frenkel for the nematic order parameter are due to the number of particles used in their simulations \((N = 1500)\). As we used only 288 particles and obtained very similar results the differences should be attributed to the length of the simulations, which were of the order of \(10^6\) steps per particle in their work. Indeed, during our simulations, systems with densities between \(\rho D^3 = 3.8\) and \(4.2\) sample both high and low values of \(S\) with the average values being shown as squares on Fig. 2. This reinforces the importance of long runs to sufficiently explore phase space. It is expected that for larger systems the absolute free energy barrier between the two phases becomes larger and some hysteresis could be found as, in fact, Piñeiro et al. have found in their simulations. We should note that the small, systematic difference between values of \(S\) on the nematic phase side are due to the different definitions of the order parameter, as referred above.

By analysing the data presented in Fig. 2, it is possible to approximately determine the location of the \(I-N\) phase transition. Using the criteria that \(S_I < 0.1\) for the isotropic phase and \(S_N > 0.6\) for the nematic phase we find that the \(I-N\) transition is located at \((\rho D^3 \sim 3.9; \rho_ND^3 \sim 4.2; \beta p_D \sim 35)\). Using similar criteria \((S_N \sim 0.3)\), Veerman and Frenkel found \((\rho D^3 \sim 3.82; \rho_ND^3 \sim 3.87)\). Using Gibbs-ensemble simulations Piñeiro et al. determined the coexistence densities to be \((\rho D^3 \sim 4.11; \rho_ND^3 \sim 4.26)\). The agreement between these values is relatively good as these are only tentative values based on the assumption that the nematic order parameter has those values at the \(I-N\) transition.

We made further calculations, using 288 and 2048 cut-spheres, for the equation of state, nematic order parameter and \(I-N\) transition location for aspect ratios of \(L/D = 0.07, 0.04\) and 0.01, which are relevant for some commonly available clay dispersions. In Fig. 3 we present the equations of state of cut-spheres for those aspect ratios. For clarity, we also include, in the same picture, the equilibrium densities at the \(I-N\) transition calculated via umbrella sampling (this technique will be described in the next section). The data for infinitely thin disks, taken from Bates and Frenkel \[17\], is also presented as a limiting case. Clearly, the behavior of particles with \(L/D = 0.01\) is already very close to that of infinitely thin particles.

We see from Fig. 3 that the equation of state becomes flatter for increasingly thin particles, i.e. the compressibility increases significantly with decreasing aspect ratio in the region of the \(I-N\) transition. As a result, the coexistence pressure reduces with decreasing aspect ratio. Interestingly, the nematic phase, although more dense, always has a higher compressibility than the isotropic phase at the transition. This effect also increases with decreasing aspect ratio and it is remarkably strong for the case of infinitely thin disks where the compressibility of the nematic phase is almost three times that of the isotropic phase. This is interpreted as a consequence of the orientational correlations in this phase that are thought to enable easier compression of the system, particularly in the direction parallel to the nematic director.

However, the preceding discussion concerning the location of the transition ignores the effect of finite-size effects. Analysing the equations of state, for 288 and 2048 cut-spheres, we did not find any significant finite size effects away from the \(I-N\) transition. The importance of finite size effects only became clear when we performed free energy calculations at the transition as will be discussed in the next section. Bates and Frenkel \[17\] verified, in a study of infinitely thin disks, that finite size effects were important.
close to the \( I-N \) transition. It follows that it is only possible to decide the location of the \( I-N \) transition using the nematic order parameter for higher aspect ratios, where the jump in \( S \) is sharp and strong. For smaller aspect ratios fluctuations in the nematic order parameter become increasingly large as the transition is approached from either side. At the same time, the average value of \( S \) in the nematic phase varies from \( \sim 0.8 \) to \( \sim 0.4 \) for aspect ratios of 0.1 and 0.01, respectively. It is therefore difficult to confidently ascertain the value of \( S \) for the nematic phase in equilibrium with the isotropic phase for small aspect ratios. To deal with this difficulty we used a free energy method (umbrella sampling) that allows a more accurate determination of the location of the transition. Results are presented in the next section.

3.2. Free energy profiles

We used a free energy based method to accurately determine the coexistence properties at the \( I-N \) transition. By performing umbrella sampling simulations with the NpT ensemble we calculated the free energy dependence on the nematic order parameter for the three aspect ratios mentioned above. The results of these calculations were communicated in a previous publication [37], but are very important for the interpretation of the equation of state, and structural changes, at the \( I-N \) transition. Therefore, a summary of that work is given here.

The calculations were very sensitive to the thermodynamic conditions imposed on the system. That is, very small changes to the pressure resulted in free energy profiles that unequivocally favored one of the phases. The free energy wells are much broader for the smaller aspect ratios indicating that large fluctuations of the nematic order parameter can occur. Furthermore, the free energy barrier for the smaller aspect ratios is extremely small. Indeed, we could not be completely confident that a free energy barrier exists at all for \( L/D \leq 0.04 \), and hence we cannot rule out the existence of a critical point for \( L/D < 0.04 \). This is in complete agreement with what was observed during the NpT and NVT simulations when determining the equation of state. From the location of the minima (or apparent minima) we determined the nematic order parameter for each phase and the respective coexisting densities. The relevant thermodynamic properties at the \( I-N \) transition are summarized in Table 1. The \( I-N \) transition densities were overlapped in Fig. 3 in order to clarify the location of the \( I-N \) transition in the equation of state. The nematic order parameter at the \( I-N \) transition shows a strong dependence on the aspect ratio, particularly for the nematic phase, confirming that indeed it is not possible to use solely the equation of state and the jump in the nematic order parameter for an accurate determination of the \( I-N \) transition. All the properties at the transition show a consistent monotonous dependency on the aspect ratio, except density for which we detected a minimum close to \( L/D \sim 0.04 \) (see Fig. 3 – dashed line). We interpreted this phenomenon as the competition between the dependence of solid volume and free volume on aspect ratio. The free volume dependency on aspect ratio can be related to pre-nematic ordering in the isotropic phase at the transition (see our earlier work for a discussion of this). By analysing the probability of occurrence of nematic domains it is found that thicker disks tend to form a larger number of short range nematic structures and that thinner disks tend to form fewer larger (longer range) nematic domains. Hence, we suggest that the free energy barrier for the \( I-N \) transition is related to the number of separate nematic-like domains required to spontaneously align to form a nematic phase. Indeed, for the thinner aspect ratios the free energy barrier is so small that it might be possible to observe behavior similar to critical opalescence [38]. That is, when samples where a nematic phase is present, away from the \( I-N \) transition, are illuminated with polarized light (observed in cross-polarizer) normal birefringence [39–42,29] would be observed but at the \( I-N \) transition this would turn to a kind of diffused birefringence. From the free energy barrier one can also draw some conclusions about the interfacial tension (\( \gamma \)) between the two phases. In fact, \( \gamma \) is proportional to the free energy barrier, by \( \gamma = F_L(2L^2) \), where \( L \) is the length of the simulation box, and can be estimated from simulations using finite size scaling methods [43] where \( \gamma \) is extrapolated for \( L \to \infty \). This would be a study on its own and it is beyond the scope of the present work. Nevertheless, we can conclude, from our results on the evolution of the free energy barrier, that the interfacial tension will be much higher between the isotropic and nematic phases of platelets with higher aspect ratio.

3.3. Radial distribution functions

The radial distributions of the isotropic and nematic phases close and far from the transition complement the thermodynamic information of the previous section. Moreover, these distributions can be transformed to structure factors and used to predict scattering intensities that can be directly compared with experimental data. We present the evolution of the radial distribution function (RDF) for both isotropic and nematic phases, for the three aspect ratios 0.1, 0.04 and 0.01, in Fig. 4. The detailed RDF plots correspond to isotropic and nematic phases both close and far from the transition while the insets show the surface plots for the complete density range and interpolate the RDFs at intermediate densities. Please note that the serrated edge visible on some parts of the sharp peak at one diameter is an artifact of the triangulation algorithm of the plotting software and should be regarded instead as a smooth edge. The selected RDFs (close and far from transition) were calculated for the 2048 cut-spheres system using NVT or NpT calculations (they match perfectly) and are presented together with the RDFs taken from the umbrella sampling simulations (NpT) corresponding to the free energy minima visible in Fig. 3 (dashed line). In the bottom part of Fig. 4 we present snapshots of randomly selected configurations for the isotropic and nematic phases at the phase transition (corresponding to free energy minima of Fig. 3). These clarify the interpretation of the RDFs and, also,

<table>
<thead>
<tr>
<th>( L/D )</th>
<th>( S_1 )</th>
<th>( S_2 )</th>
<th>( \rho \Delta \mu \times 10^2 )</th>
<th>( \rho D^2 )</th>
<th>( \rho vD^2 )</th>
<th>( \rho pD^2 )</th>
<th>PIN (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.08 ± 0.02</td>
<td>0.83 ± 0.02</td>
<td>9 ± 2</td>
<td>4.17 ± 0.01</td>
<td>4.30 ± 0.01</td>
<td>38.2 ± 0.25</td>
<td>73</td>
</tr>
<tr>
<td>Veerman and Frenkel [14]</td>
<td></td>
<td></td>
<td></td>
<td>3.82</td>
<td>3.87</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pfeifer et al. [36]</td>
<td></td>
<td></td>
<td></td>
<td>4.11</td>
<td>4.25</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.04</td>
<td>0.14 ± 0.04</td>
<td>0.47 ± 0.04</td>
<td>0.5 ± 0.2</td>
<td>3.85 ± 0.02</td>
<td>4.04 ± 0.02</td>
<td>19.6 ± 0.1</td>
<td>30</td>
</tr>
<tr>
<td>0.01</td>
<td>0.11 ± 0.04</td>
<td>0.44 ± 0.04</td>
<td>0.5 ± 0.2</td>
<td>3.94 ± 0.02</td>
<td>4.12 ± 0.02</td>
<td>16.1 ± 0.1</td>
<td>30</td>
</tr>
<tr>
<td>0.0</td>
<td>Frenkel and Eppenga [15]</td>
<td></td>
<td></td>
<td>3.78</td>
<td>4.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bates and Frenkel [17]</td>
<td></td>
<td></td>
<td></td>
<td>3.68 ± 0.02</td>
<td>3.98 ± 0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Esztermann et al. [20]</td>
<td></td>
<td></td>
<td></td>
<td>3.34</td>
<td>3.68</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1 Results for the \( I-N \) transition with cut-spheres of different aspect ratios. PIN is the percentage of particles considered to be parallel in the nematic phase (see text).
clearly show the columnar ordering of thicker platelets and the formation of nematic domains on the isotropic phases of thicker and thinner platelets, respectively, at the phase transition. The RDFs display the same general characteristics observed in previous work with cut-spheres of \( L/D = 0.1 \) and infinitely thin disks. For all aspect ratios we find a sharp peak positioned at \( r/D \approx 1 \). We use this peak to divide the RDF in two main regions. The first is on the left of the peak \( (r/D < 1) \) and corresponds to separations within which disks can touch. The second is to the right of the peak \( (r/D > 1) \) and corresponds to longer range correlations. This part of the RDF shows a smooth, sometimes oscillatory, variation towards unity for all aspect ratios. In the first region \( (r/D < 1) \) we find a marked dependence of the shape of the RDF with aspect ratio. For all aspect ratios, at low density, \( g(r) \) increases smoothly, in the range \( L/D < r/D < 1 \), from zero to the peak at \( r/D = 1 \). For the smaller aspect ratios, as density increases, a uniform band starts to grow in intensity and when reaching the density of the \( I-N \) transition this band is always more intense in the nematic phase than in the corresponding isotropic phase. For \( L/D > 0.04 \) we see the development of a peak in the isotropic phase, at \( r/D \approx 0.2 \), as the system approaches the \( I-N \) transition. The intensity of this peak increases dramatically with aspect ratio so that at \( L/D = 0.1 \) the isotropic phase at the \( I-N \) transition presents a very intense peak at \( r/D \approx 0.2 \). This means that as the disks get thicker there is an increased short range "caging" effect due to nearest neighbors. Furthermore, this caging effect disappears for the nematic phase in equilibrium with the isotropic phase. For this phase the peak falls to an intensity equivalent to the one observed at \( r/D \approx 1.0 \). This freedom of arrangement of particles is interpreted as a consequence of increased orientational correlations in the nematic phase which allow the particles to move in directions perpendicular to the nematic director. This "caging" effect in the isotropic phase effectively increases the number of close neighbors \( (r/D < 1) \) for thicker particles. This can be better seen by calculating the number of neighbors as a function of distance, \( N(r) = 4\pi \rho \int_0^r g(r) r^2 \, dr \) where \( \rho \) is the density, \( r \) is the distance and \( g(r) \) is the radial distribution function. The results are presented in Fig. 5. At a distance of \( r/D \approx 1.0 \) all aspect ratios present a number of neighbors between 15 and 16, always with the nematic phase having a slightly larger value (plus \( \sim 0.7 \) neighbors). Between \( r/D \approx 1.0 \) and \( \sim 0.6 \) this behavior is essentially maintained but for \( r/D < 0.6 \) the isotropic phase of larger aspect ratio particles clearly presents a larger number of neighbors than the corresponding nematic phase. This effect is very
weak for the 0.04 aspect ratio and could only be detected at distances $r/D < 0.3$ and for the aspect ratio of 0.01 it is negligible. At a distance $r/D = 0.6$ the number of neighbors for the isotropic and nematic phases of the system with $L/D = 0.1$ is around three. The main difference is that in the isotropic phase the positions of these neighbors are much more constrained, mainly at $r/D \sim 0.2$. This complements the analysis of nematic-like domains (which include stacks) made in the previous work [37]. Essentially, particles of aspect ratio $L/D = 0.1$ form a large number of small stacks in the isotropic phase in equilibrium with the nematic phase. The transition to the nematic phase is then made through realignment of these small stacks and the breaking of the “caging” effect. This stacking is minimal for particles with aspect ratio $L/D < 0.04$ where the transition is made through the realignment of larger nematic domains.

It is important to note that features in the region $r/D < 1$ would normally be difficult to discern in experimental data subject to the usual experimental and instrumental uncertainties (see the next section below). This is due to the nature of the mathematical transformation between $g(r)$ and $S(q)$, where small distances $r$ correspond to large $Q$ values for which scattering intensities are generally low and any features are often obscured by experimental error. Indeed, the main features of the structure factor $S(q)$ primarily reflect the behavior of $g(r)$ around the sharp peak around $r/D = 1$ and at larger values of $r$, which as we have already said tends smoothly to unity and so is also relatively featureless. It therefore becomes important to examine static structure factors and intensities which are obtained directly in experiments without any Fourier transformation.

3.4. Structure factors and scattering intensities

The radial distribution functions discussed above were used to calculate the structure factors and normalized scattering intensities for systems of cut-spheres of aspect ratios $L/D = 0.1$, 0.04 and 0.01. These can be used to compare with intensity profiles from scattering experiments (specifically from small angle X-ray scattering, SAXS, and static light scattering, SLS) of the isotropic and nematic phases in dispersions of platelets with various aspect ratios. The static structure factor is related to the radial distribution function by a sine Fourier transform [38,44]

$$S(Q) = 1 + 4\pi\rho Q^{-1} \int_0^\infty [g(r) - 1] r \sin(Qr) \, dr$$

where $S$ is the static structure factor, $\rho$ is the number density and $Q$ is the scattering vector amplitude. Having calculated the structure factor, the scattering intensity (normalized by particle concentration) is given by

$$I(Q) = S(Q) \cdot P(Q)$$

where $I$ is the scattering intensity and $P$ is the form factor. The form factor is the scattering intensity from a single platelet and is given by [44,45]

$$P(Q) = C \nu \int_0^{\pi/2} \left\{ \sin(QL \cos(\beta)/2) \right\}^2 \left\{ \frac{2J_1(QD \sin(\beta)/2)}{QD \sin(\beta)/2} \right\}^2 \sin(\beta) \, d\beta$$

where $C$ is a constant related to the scattering properties of the platelets and the medium, $\nu$ is the volume of one platelet (e.g., cut-sphere), $L$ and $D$ are the platelet thickness and diameter, respectively, $J_1$ is the first order Bessel function and $\beta$ is the angle between the platelet axis (director vector) and the scattering vector, $Q$. In Fig. 6 we show the structure factors for the isotropic and nematic phases of cut-spheres, of aspect ratios $L/D = 0.1$, 0.04 and 0.01, both away from and at the $l$-$N$ transition. These were calculated from the RDFs presented above. In the same plots, we also present the form factors calculated for each aspect ratio. Fig. 7 shows the respective scattering intensities, with the insets showing the plots in log/log scale. The abscissae of all the plots are presented as $QD$ so that the first peak in each structure factor is situated in the same range for all aspect ratios. Calculation of the structure factor at low $Q$ is limited by the maximum distance sampled in the radial distribution function, $Q_{\text{min}} = 2\pi/r_{\text{max}}$, which in turn is limited by the size of the
where $V$ is the volume, $p$ is the pressure and $\beta = (k_BT)^{-1}$ with $k_B$ as the Boltzmann constant and $T$ as the temperature. The values of $S(Q=0)$ presented in the plots were, therefore, independently calculated from the slopes of the equations of state, presented in Fig. 3. They were then used in the interpolation of the structure factors from the minimum value obtained from the RDFs to the limit of $Q = 0$.

For the isotropic phase at low density the structure factors in Fig. 6 are all very similar showing a very weak first peak, located near $7QD$, which corresponds to the sharp peak around $r/D = 1$ in the radial distribution $g(r)$ (see the previous section above). This means that pair correlations at low density have the same range and intensity independent of the aspect ratio of the platelets, as expected. The intensity of the first peak in the structure factor for the isotropic phase at the transition changes significantly with aspect ratio. The peaks are much more intense for $L/D = 0.1$ reflecting the higher degree of pair correlations in systems of thicker particles. Note that the first peak grows and widens significantly (see Figs. 6 and 7) as the isotropic phase is approaching the $I-N$ transition, but then narrows in the nematic phase at the transition, after which it increases in intensity, but not in width, with increasing concentration. The slight change in the position of the first peak has a similar evolution, as we increase the density, for all aspect ratios. The peak moves to lower $Q$ as density increases, indicating increasingly long-range correlations. Our structure factors show the same features as the ones calculated from RISM and PRISM theories [12] for low density isotropic phases ($pD^3 < 2.8$) of platelets with aspect ratio $L/D = 0.1$ and 0.04. The intensity of the first peak is approximately the same as in our work but the peak positions in that work are systematically moved to higher $Q$ values (by about 6% at $pD^3 = 1.4$) and the compressibilities are significantly higher. This is expected because the equations of state from these theories start to differ from the ones calculated by our MC simulations for $pD^3 > 0.7$ showing systematically lower pressures for higher densities and thus higher compressibility.

The order of the peak positions is reversed in the intensity plots compared to the structure factor plots, see Fig. 7, where the first peak moves from lower to higher $Q$ values as the density increases. Also, in the intensity plots only the first peak is particularly visible, either on linear or log scale plots. Another feature of the intensity plots that can be useful for identification of the morphology is the evolution of $I(Q)$ at low $Q$ values. For thick particles ($L/D = 0.1$, see Fig. 7a) the intensity, in the limit of $Q \to 0$, decreases with increasing density, as expected in dispersions of isotropic particles. For thin particles ($L/D = 0.01$, see Fig. 7c) the intensity, in the limit $Q \to 0$, somewhat increases with increasing density in the isotropic phase. Surprisingly, it then jumps to higher values (almost three times) when going from the isotropic to the nematic phase at the $I-N$ transition. The intensity at the limit of $Q \to 0$ then decreases with increasing density in the nematic phase. This behavior for $I(Q = 0)$ is a direct consequence of the shape of the equations of state presented in Fig. 3. In order to estimate intensities at the limit of $Q \to 0$, measurements need to be done at sufficiently small scattering angles (corresponding to $Q$ values to the left of the dashed line in Fig. 8) and extrapolated to $Q = 0$. As can be seen from Fig. 8, the required range of $Q$ values would be accessible by SLS measurements. We note that in scattering experiments samples are often enclosed between two parallel plates, which could induce additional platelet ordering effects, especially when the gap between the plates becomes very small. Since this might possibly influence the observed bulk phase behavior, it is advisable to check for boundary effects in experimental measurements, for example, by using cells of variable shape or thickness if possible.

To summarize, for thicker platelets ($L/D = 0.1$), the morphology around the $I-N$ transition can be well determined from the height and width of the first peak near $7QD$ and the presence of the
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Fig. 7. Predicted scattering intensities corresponding to the structure factors of Fig. 6 keeping colors consistent. The insets show the same plots with the intensity scaled by $Q^2$. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
corresponding second peak in the scattering intensity pattern. These peaks are to be found in the range of $Q$ values accessible by SAXS measurements for typical values of colloidal platelet diameters, as can be seen in Fig. 8. However, very short range close distance correlations indicative of a caging effect observed as a peak in $g(r)$ peak around $r/D = 0.1$ would be all but undetectable from scattering measurements. The scattering intensities, at the limit of $Q \to 0$, near the transition are significantly lower than that of a dilute isotropic phase, but they do not show any further changes upon entering the nematic phase region. On the other hand, for thinner platelets ($L/D = 0.01$), normalized intensity differences between isotropic and nematic phases appear to be barely observable from peak magnitudes or shapes and perhaps might be just picked up from $IQ$ plots (as shown in the inset in Fig. 7). However, low angle scattering intensities (as $Q \to 0$) show pronounced dependence on the concentration near the transition and should be useful in identification of the structural transition from scattering experiments.

### 4. Final remarks

We studied the isotropic–nematic phase transition of hard discotic particles with Monte-Carlo simulations for a range of aspect ratios not previously studied. Our results, suggest this transition is very weak indeed for aspect ratios < 0.04, to the point that we cannot be sure if the transition exists for lower aspect ratios or whether it is terminated by a critical point. Although earlier work [15, 14, 17] has revealed the transition to be rather weak, it has previously always been thought to be a weak first-order transition. We also observe a minimum in the density of coexisting phases around the same aspect ratio, which might be observable in experiments on dispersions of discotic particles whose aspect ratio can be adjusted by chemical means.

The main focus of this work is on structural properties of each phase, especially close to coexistence, to determine if these phases can be distinguished experimentally using techniques such as light or X-ray scattering. We find from our simulations that for thicker disks (larger aspect ratios) certain peaks in the static structure factor should be observable experimentally and are characteristic of each phase. However, these peaks diminish for thin disks (small aspect ratios) to the point that they are likely to be unobservable above experimental noise. Instead, for smaller aspect ratios where these peaks become less prominent, low $Q$ normalized scattering intensities, which also reflect the behavior of the equation of state, can be used to detect the $I-N$ transition.

Our motivation for this work is to provide data and techniques for interpretation of experimental scattering data of isotropic and nematic phases of discotic nanoparticle dispersions, and the inverse problem of calibrating simulation models using experimental scattering data. However, our simulations correspond only to the high temperature limit of some widely studied popular systems, such as clay dispersions, and mono-dispersion was assumed with respect to particle size. Consequently, these results should be used with some caution. Most likely, they will be useful for dispersions involving synthetic discotic mesogens whose size can be carefully controlled and is relatively monodisperse, such as Laponite (a hectorite clay [28, 29]) or certain oxides, such as Gibbsite [24, 46].

The effect of polydispersity on phase behavior of discotic systems has been studied previously by Bates and Frenkel [17], who found that polydispersity in diameter enlarges the coexistence region and that, at the transition, there is partial segregation between phases. That is, there is a higher concentration of particles of larger diameter in the nematic phase. However, to our knowledge there are no studies on the effect of polydispersity on structural properties of hard disks. At the very least, one can expect size polydispersity to further reduce the significance of certain peaks in the structure factors, making identification of each phase even more problematic. At lower temperatures we expect other interactions, especially of electrostatic origin for clays, to become dominant, and alter the behavior of these systems. For example, earlier work [47] indicates that at ambient conditions an electric dipole in the plane of Laponite particles is important and drives aggregation of Laponite to form complex fractal-like structures resembling a defective dipolar fluid.
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### Appendix A

#### A.1. Definition of the cut-sphere model

A geometrical object generated by cutting a sphere with two parallel planes. The parameters that describe the model are just the diameter of the sphere ($D$) and the thickness ($L$), given by distance between the planes. The circles on top and bottom of the cut-sphere, produced by the intersection of the planes and the sphere, will be named as “cap”s and the spherical surface will be named as “rim”.

Secondary parameters used here are:

$$
D_{2s} = D_i/2 \\
L_2 = L/2 \\
D_{cc} = \sqrt{D_{2s}^2 - L_2^2} \quad \text{the radius of a cap} \\
\mathbf{n} \rightarrow \text{the unit vector normal to the caps} \\
\mathbf{C}_1 \rightarrow \text{the center of the sphere} \\
\mathbf{C}_1 = \mathbf{C}_2 + L_2 \mathbf{n} \quad \text{and} \quad \mathbf{C}_2 = \mathbf{C}_1 - L_2 \mathbf{n} \rightarrow \text{centers of the caps} \\
\alpha \rightarrow \text{the arc length of the rim} \\
\alpha_2 = \alpha/2 \quad \text{with} \quad \sin(\alpha_2) = L_2/D_{2s} 
$$

A configuration, regarding a pair of cut-spheres $(i, j)$, is completely defined by the vector

$$
\mathbf{r}_{ij} = \mathbf{C}_{ij} - \mathbf{C}_{is} \tag{14}
$$
and the vectors \( \mathbf{n} \) and \( \mathbf{n}_p \).

A.2. Tests for overlapping of cut-spheres

A.2.1. Overlapping of spheres

The spheres cannot overlap if
\[
|r_{ij}| > D_i
\]
and therefore the cut-spheres do not overlap also.

A.2.2. Quasi-parallel cut-spheres

The caps are parallel (within numerical precision in use) if
\[
|\mathbf{n}_i \times \mathbf{n}_j| < \delta
\]
or if
\[
|\mathbf{n}_i \cdot \mathbf{n}_j| - 1 < \delta
\]
where \( \delta \) is a parameter (very close to zero) defining the precision within which the disks are considered to be parallel.

If the caps are parallel, then the cut-spheres overlap if
\[
|r_{ij} \cdot \mathbf{n}_j| < L \quad \land \quad |r_{ij} | < D_i
\]
where the left term takes in account the distance between the caps and the right term is the sphere interaction test (same as Eq. (15)).

A.2.3. Rim-rim overlapping

Rim-rim overlapping is similar to sphere overlapping. The additional condition is that the \( r_{ij}, \mathbf{n}_i, \) and \( \mathbf{n}_j \) are in a configuration which assures only rim-rim contact. Considering \( \gamma \), the angle between \( \mathbf{n}_i \) and \( \mathbf{n}_j \), defined by
\[
\cos(\gamma) = \frac{\mathbf{n}_i \cdot \mathbf{n}_j}{|r_{ij}|}
\]
then the condition for a rim-rim approach is
\[
\left| \frac{\pi}{2} - \gamma \right| < \alpha_{2i} \quad \land \quad \left| \frac{\pi}{2} - \gamma \right| < \alpha_{2j}
\]
If this condition is true, then the condition of Eq. (15) is used to decide if the cut-spheres are overlapping.

A.2.4. Cap-cap overlapping

For cap-cap overlapping the planes of the caps must intersect in a line which, in its turn, has to intersect both caps at the same time, forming chords. Further to that, those cords have to overlap. A general cap-cap overlapping is presented. It will be used for the four possible interactions. The first step is to determine the line of intersection. We write the equation of the plane of a cap as
\[
\mathbf{n} \cdot \mathbf{P} + d = 0, \quad d = -\mathbf{n} \cdot \mathbf{C}_c, \quad \mathbf{P} = (x, y, z), \quad \mathbf{n} = (a, b, c).
\]
The director vector of the line is then
\[
\mathbf{u}' = \mathbf{n}_i \times \mathbf{n}_j \quad \lor \quad \mathbf{u} = \frac{\mathbf{n}_i \times \mathbf{n}_j}{|\mathbf{n}_i \times \mathbf{n}_j|}.
\]
For the complete definition of the line we still need a point lying in it. As the system of equations formed by the two planes
\[
\begin{align*}
\mathbf{n}_i \cdot \mathbf{P} + d_i &= 0 \\
\mathbf{n}_j \cdot \mathbf{P} + d_j &= 0
\end{align*}
\]
is indeterminate, we have to find a particular solution. One way is to take the largest, in modulus, coordinate of \( \mathbf{u} \) and make it equal to zero on the equations. If we chose, e.g., \( z \), then the point in the line is given by
\[
\mathbf{P}_{(z)} = \left( \frac{b_i}{d_i}, \frac{b_j}{d_j}, -\frac{a_i}{d_i}, -\frac{a_j}{d_j}, 0 \right)
\]
and the line is
\[
\mathbf{P} = \mathbf{P}_0 + t \mathbf{u}.
\]
For the other coordinates, the solutions for \( \mathbf{P}_0 \) are:
\[
\begin{align*}
\mathbf{P}_{(x)} &= \left( \frac{c_i}{d_i}, \frac{c_j}{d_j}, -\frac{b_i}{d_i}, -\frac{b_j}{d_j}, 0 \right) \\
\mathbf{P}_{(y)} &= \left( -\frac{c_i}{d_i}, -\frac{c_j}{d_j}, \frac{a_i}{d_i}, \frac{a_j}{d_j}, 0 \right)
\end{align*}
\]
We then calculate the minimum distance, \( l_m \), from the center of each cap to that line by first finding the point of the line which is nearer to the center of the cap:
\[
(\mathbf{P}_0 - \mathbf{C}_c) \cdot \mathbf{u} = 0 \Rightarrow t = -\mathbf{u} \cdot (\mathbf{P}_0 - \mathbf{C}_c)
\]
\[
l_m = |\mathbf{P}_0 - \mathbf{C}_c|
\]
with \( t \) specifying the point \( \mathbf{P}_1 \) through Eq. (25). Now we can see that the caps do not intersect if the condition
\[
l_m > D_{2c} \quad \lor \quad l_m > D_{2c}
\]
holds true. Furthermore, only if the negative of this condition is true, then there can be cap-cap overlapping:
\[
l_{mi} < D_{2c} \quad \land \quad l_{mj} < D_{2c}.
\]
To finalize the test we have to see if the chords are superimposed, which happens if
\[
|t_i - t_j| < \sqrt{D_{2ai}^2 - l_{mi}^2} + \sqrt{D_{2aj}^2 - l_{mj}^2}
\]
where the right member accounts for the half-lengths of each chord.

A.2.5. “in cylinder” Overlapping

If one of the cut-spheres center lies inside the cylinder defined by the caps of the other cut-sphere the overlapping tests are simpler.

Cut-sphere \( j \) lies inside the cylinder of cut-sphere \( i \) if
\[
l_h < D_{2ji}
\]
where \( l_h \) is the “horizontal” distance between cut-spheres, defined as
\[
l_h = \sqrt{r_i^2 - (r_{ij} \cdot \mathbf{n}_i)^2}.
\]
In this case it is simple to choose the interacting cap of cut-sphere \( i \). We have
\[
\begin{align*}
\mathbf{n}_i \cdot \mathbf{r}_{ij} < 0 & \quad \Rightarrow \quad s_i = -L_{2i} \\
\mathbf{n}_i \cdot \mathbf{r}_{ij} \geq 0 & \quad \Rightarrow \quad s_j = +L_{2i}
\end{align*}
\]
\[
\mathbf{C}_c = \mathbf{r}_i + s_i \cdot \mathbf{n}_i
\]
Cap-cap overlap is possible if the projection of \( D_{2ji} \) on \( \mathbf{n}_i \) is larger than the “vertical” distance between the caps of cut-sphere \( j \) and the cap of cut-sphere \( i \), that is:
In this case we can use the cap-cap overlapping test for the intersections between the two caps of cut-sphere $j$ and the cap of cut-sphere $i$.

Another possibility is the rim of cut-sphere $j$ overlapping with the cap of cut-sphere $i$. This happens if

$$|\mathbf{n}_i \cdot \mathbf{n}_j| < \sin(\theta_{iy}) \quad \text{and} \quad |\mathbf{C}_y - \mathbf{C}_i| \cdot \mathbf{n}_i < D_{2y}.$$  \hfill (37)

Finally, an overlap always occurs if the “vertical” distance between the center is less than the sum of the half-thicknesses of the cuts,

$$|\mathbf{r}_j - \mathbf{n}_i| < L_{2i} + L_{2j}$$ \hfill (38)

A.2.6. Cap-rim overlapping

Cap-rim overlaps are detected by first determining if the cap-plane of one cut-sphere intersects the sphere of the other cut-sphere. The distance from the center of cut-sphere $j$ to the plane of the cap-sphere $i$ is

$$l_{ij} = \mathbf{n}_i \cdot (\mathbf{C}_y - \mathbf{C}_i).$$ \hfill (39)

The cap-plane cuts the sphere if

$$|l_{ij}| < D_{2y}.$$ \hfill (40)

If this condition is true we then need to see if the cap and the circle from the cut, overlap. The center of the cut is given by

$$\mathbf{P}_{\text{circ}} = \mathbf{C}_y - l_{ij} \mathbf{n}_i$$ \hfill (41)

and radius

$$D_{\text{circ}} = \sqrt{D_{2y}^2 - l_{ij}^2}.$$ \hfill (42)

Now we test for a circle overlap, which happens if the condition

$$|\mathbf{P}_{\text{circ}} - \mathbf{C}_i| < D_{2i} + D_{\text{circ}}$$ \hfill (43)

holds true. The overlap between the circles corresponds to a cap-rim overlap only if the two points resulting from the circumference intersection are contained in the sphere surface section between the planes of the cut-sphere $j$. A similar test consists of calculating the middle point between the two intersection points and seeing if it lies between the planes of cut-sphere $j$. The middle-point of the intersection is given by

$$\mathbf{P}_{\text{sec}} = \mathbf{C}_i + \frac{(\mathbf{P}_{\text{circ}} - \mathbf{C}_i) \cdot (D_{2i}^2 - D_{\text{circ}}^2 + |\mathbf{P}_{\text{circ}} - \mathbf{C}_i|^2)}{2|\mathbf{P}_{\text{circ}} - \mathbf{C}_i|^2}$$ \hfill (44)

and it lies between the planes of cut-sphere $j$ if

$$|\mathbf{P}_{\text{sec}} - \mathbf{C}_j| \cdot \mathbf{n}_i < L_{2j}.$$ \hfill (45)

Note that this test does not take into account the cap-rim overlaps where the circle resulting from the cut is inside the cap. This situation is considered in the “in cylinder” overlapping case.

A.3. General algorithm

The tests described above must be assembled in a logical sequence that guarantees a correct result for the cut-spheres interaction. The tests are exclusive, meaning that if one gives positive for overlap the sequence ends immediately. Overall, the proposed sequence is:


2. Detect a possible “in cylinder” situation. If confirmed, perform the cap-cap test and the cap-rim test.

3. Perform test for cap-cap overlapping for the four possible combinations of cap-cap intersection.

4. Perform the test for cap-rim overlapping for the four possible cases.

This is just a proposed sequence and it is not unique. Also, concerning the implementation, there are a number of ways of organizing the operations in the tests themselves that can improve the algorithm computational performance.
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