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Abstract—We propose an architecture for training generative models of counterfactual conditionals of the form, ‘can we modify event A to cause B instead of C?’, motivated by applications in robot control. Using an ‘adversarial training’ paradigm, an image-based deep neural network model is trained to produce small and realistic modifications to an original image in order to cause user-defined effects. These modifications can be used in the design process of image-based robust control - to determine the ability of the controller to return to a working regime by modifications in the input space, rather than by adaptation. In contrast to conventional control design approaches, where robustness is quantified in terms of the ability to reject noise, we explore the space of counterfactuals that might cause a certain requirement to be violated, thus proposing an alternative model that might be more expressive in certain robotics applications. So, we propose the generation of counterfactuals as an approach to explanation of black-box models and the envisioning of potential movement paths in autonomous robotic control. Firstly, we demonstrate this approach in a set of classification tasks, using the well known MNIST and CelebFaces Attributes datasets. Then, addressing multi-dimensional regression, we demonstrate our approach in a reaching task with a physical robot, and in a navigation task with a robot in a digital twin simulation.

Index Terms—counterfactual conditionals, causal inference, model explainability, state envisioning, controller robustness

I. INTRODUCTION

A robust autonomous system is one that can cope with perturbations and uncertainty in the state space [1]. These systems are designed to maintain a specified level of performance despite disturbances in the input, or perturbations in parameters, typically assumed bounded by a well-defined set. In realistic high-dimensional robotic systems, determining these limits tends to be highly non-trivial. In robotic systems that make use of machine learning methods such as deep neural networks (DNN), it is difficult to establish properties of behaviour outside the support of the distribution of the training data [2]. Moreover, even minimal carefully crafted disturbances (keeping the input close in statistical terms to the original data distribution), known as adversarial attacks, can already produce undesirable behaviour in DNNs [3]. In applications involving persistently autonomous and unmanned vehicles, difficult configurations of the robot-environment may only appear after several hundreds or thousands of hours of normal functioning. So, training such autonomous systems to be robust calls for alternate approaches to characterising and utilising the bounds of normal operation.

In the present work, we propose a generative model (called cGen) that produces minimal and realistic counterfactual ‘disturbances’ to a known input. The cGen counterfactual generator is used as a means to characterise robot control robustness. We do this via the level of modification to the environment that causes the controller to cease to be operational with respect to some requirement. In a sense, this model is used to compute the equivalent of stability boundaries for dynamical systems, but focussed here on issues arising from the perception-action loops. By identifying such counterfactual modifications to a specific environment configuration where the controller fails to achieve the required goal, we are in a position to add to the training set additional configurations hallucinated by the generative model. We use the term hallucination as a way to describe the generation of data points that are close to the original distribution of the training data but are not explicitly present in them [4], [5]. One use of such counterfactuals is as a way to explain classification decisions by DNNs. In this case, the counterfactuals make evident the required modification (disturbance) to an image to be classified in a user-defined category, differently from the original one. In contrast to work on adversarial attacks that focus attention on misclassification with imperceptibly small disturbances, our counterfactuals include a target class and close-to-the-original data distribution modifications.

The training regime of cGen is based on the Generative Adversarial Network (GAN) approach [6]. For image classification, we train a generative model that takes input from the training data and modify it to be classified as a user-defined class. The generative model has two main objectives. Firstly, to modify the original input to fool the classifier (discriminator) to classify it as belonging to the target class.
Secondly, the modification has to be as small as possible, i.e. the distance from the original and the modified image has to be minimal \cite{7}. The loss function of the generator is a linear combination of these two features. Following the usual GAN training pattern, we train the classifier to discriminate between unmodified target class images and the ones modified by the model. When addressing robot control regression problems, we include an extra module - the predictor (controller) of the system. The predictor takes the modified image (counterfactual) as input and produces real-valued output that can represent motor commands, plans, end-effector positions, etc. In this architecture for regression, the generator also includes the loss of the target controller in its loss function. The classifier now behaves closely to the role of the discriminator in a regular GAN, by discriminating between modified and non-modified images. Note that the predictor is fixed during all the steps of the cGen training. In this stage, we are focused on finding the optimal counterfactuals rather than improving the controller.

In causal inference, counterfactuals are related to the idea that “if event A had not occurred, event B would not have occurred”. Counterfactuals define a causal dependency between them and the outcome of applying it (or not) to the actual event. This is a more powerful definition than the correlation between cause and effect. Causal dependencies allow us to be certain that the counterfactual induces the results rather than mere co-occurrence. These characteristics make counterfactuals a better candidate to assess the robustness of a system compared to other utility functions like prediction accuracy or performance.

To evaluate this proposed approach, we study three cases. First, we use cGen in image classification tasks. In this case, the counterfactuals explain the difference between the two classes. The induced disturbance makes explicit the features present in the image that the classifier uses to predict a specific category. In the second case, we study the causal modification needed to solve a robot control problem. Two experiments are carried out, one on a physical PR2 robot with an end-effector planning problem, and the other a Model Predictive Control (MPC) problem involving a simulated Husky robot. In the third case, we study our proposed counterfactual robustness measure between MPC controllers with different degrees of generalisation.

II. RELATED WORK

Methods for robust controller design, such as $H_\infty$ loop-shaping \cite{8}, have been successfully used to design robust controllers for autonomous robotic control \cite{9}, manipulators \cite{10} and navigation \cite{11}, where external perturbations are suppressed by the system transfer function appropriately. Similarly, sliding mode control \cite{12} has been used with robotic manipulators and navigation \cite{13}-\cite{15}, in order to have the system slide along a suitable sub-manifold defined by multiple discrete control modes. More foundationally, the notion of Lyapunov stability based control \cite{16}, has been used also in multi-agent coordination \cite{17}, path following \cite{18} and hybrid models of bipedal walking \cite{19}, \cite{20}, where the system is guaranteed to stay near an equilibrium point if the solution is near the equilibrium.

In control theory, one uses notions such as gain/phase margin and the combination of both of them as disk margin to measure the robustness of such controllers. These measurements are typically defined in a frequency domain associated with the single-input single-output (SISO) or multiple-input multiple-output (MIMO) systems’ feedback loop \cite{21}. These margins indicate the limits of disturbances before the system loses maintenance of performance criteria or even stability. Thus, in general, controllers with larger margins are more robust than controllers with smaller margins. Given detailed models and when we have access to models such as the transfer function, we can derive these margins numerically or graphically.

However, such approaches are not well suited to the design of adaptive systems such as those using DNN-based control \cite{22}. Here, we propose a model-agnostic measurement approach for robustness based on the distance from a perturbed state to the closest state within the working limits of a robotic visually grounded controller. Even in data-driven systems, the sought state may not exist in the data. Thus, we use a generative model for data hallucination.

Data hallucination or ‘imagination’ relates to the generation of data points that are plausible in the domain, but are not part of the original training data set. For example, in image generation GAN methods, a generative model is able to produce images that are indistinguishable from the original set by a discriminator. Conditional-GAN and style transfer \cite{23}, \cite{24} are examples of image generation based on feature transformation. Usually, GAN-based methods measure the quality of the generator by computing the entropy of the conditional probability of the generated image belonging to the training set and the entropy of the marginal probability of the generated images \cite{4}, \cite{5}. Along the same lines, modification of the latent space in Variational Autoencoders (VAE) \cite{25} has been studied to interpolate features in images in combinations that do not appear in the training data \cite{26}, \cite{27}. For control tasks, the authors in \cite{28} use data hallucination by modifying the latent space in a VAE to find tools that can be used to reach a goal in 3D space. Within Reinforcement Learning (RL), data hallucination has been used as a way to find plausible future states of the environment to train agents without having to take the action in the real environment \cite{29}, \cite{30} and for imagining predictable and sensitive future states \cite{31}. Differently from model-based RL, where a forward model is used to predict the next state based on the actual state and action, this class of RL methods use internal models to generate rollouts where an imagined reward is used to improve the policy. In regret based strategies \cite{32}, an agent compares the actual action to all the other actions that did not take, answering “what could be the value if the agent had tried another action?”.

Causal inference enables determination of cause-effect connections \cite{33} in order to be able to make explainable predictions about the world. Causal models provide a framework for
modelling causation in addition to statistical relationships [34], [35]. A useful representation in causal models is that of a directed acyclic graph representing the cause of an effect as its parent nodes [36], [37]. The richer structure of causal learning compared to statistical learning allows for a better understanding of the underlying cause-effect properties of a system [38]. This deeper understanding is exploited to explain the behaviour of black-box models [39], [40] and for interpretability [41]. As a specific case of causal inference, counterfactuals have been used to study fairness, accountability and transparency in machine learning [7], [42]. In these cases, the authors use tabular data and low-dimensionality images, where a random search is performed directly over the state variables or over a set of features. In high-dimensional data streams such as with RGB images, counterfactual analysis has been used to explain classifiers by taking salient blobs of a target class image and placing it in the original class image [43]. In [44], an in-filling blob is generated following the original data distribution to change the classification of a DNN. Most of these approaches represent counterfactuals as part of an optimisation problem for a particular instance of the state. In our approach, we train a generative model to produce the counterfactuals for any arbitrary data point.

III. COUNTERFACTUAL GENERATOR

We use counterfactual inference in three different use cases. First, in the case of a visual robot control, we use it to find the smallest required modification to the input state that allows the robot to solve a control task. Consider an image-based controller under adversarial conditions that prevent the robot from reaching its objective. In this scenario, the desired counterfactual will be the minimal and realistic modification to the image (scene) that allows the robot to indeed achieve the task. For a realistic modification, we mean a change in the state that could plausibly be performed in the real environment. For example, adversarial attacks can be a significant distribution change in the input, but imperceptible to the human eye [3]. On the contrary, the counterfactuals that we consider are changes that have a meaning in the domain, e.g. the configuration of obstacles in a navigation task. Our proposed method is able to generate a solution based on the actual input state, and to provide an evaluation of the efficiency of the solution. We define the relative robustness of a model with respect to another by comparing the distance from the original state to the counterfactually modified state. A lesser distance implies that the counterfactual induces a smaller modification of the original input. Thus, a smaller counterfactual distance implies that the controller is more efficient to recover from adversarial attacks. The generation of counterfactuals is analogous to adaptive methods in configuration space [45]. In these approaches, the robot imagines a solution, via an internal model, for an adversarial attack and then applies the solution to its own configuration. In our case, the counterfactual is in the state space, where an external stakeholder has to apply the modification to the environment.

Now, we present the architecture of our counterfactual generative model for classification model explanation. In this approach, we want to find the minimal modification to the input that will make the classifier change the prediction from the original class to a target class. Given an input $x \in \mathbb{R}^n$ with $n$ dimensions, we want to find an $x' \in \mathbb{R}^n$ that is the closest to the original input that has the highest probability of belonging to the target class $t_c \in \mathbb{N}$:

$$\min_{x'} d_g(x, x') + d_c(C(x'), t_c),$$  

(1)

where $d_g : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}$ and $d_c : \mathbb{R} \times \mathbb{R} \to \mathbb{R}$ are distance functions on the input space and in the class space respectively, and $C : \mathbb{R}^n \to \mathbb{R}$ predicts the probability of the input belonging to $t_c$.

We propose a generator model $G : \mathbb{R}^n \to \mathbb{R}^n$ that takes any arbitrary input and generates the modified version of the input:

$$x' = G(x; \theta)$$  

(2)

where $\theta \in \mathbb{R}^m$ represents the $m$ parameters of the generator that are trained to minimising the $cGen$ loss function $L_{cgen}$:

$$L_g(x, x') = d_g(x, x')$$

$$L_c(x, t_c) = d_c(C(x), t_c)$$

$$L_{cgen}(x, x') = L_g(x, x') + L_c(x, t_c)$$  

(3)

Following the family of generators GAN, we replace the GAN generator for a counterfactual generator with an auto-encoder architecture. The counterfactual generator optimises Eq. 3 rather than the usual reconstruction loss. Fig. 1 shows the architecture of the classification $cGen$. Compared to a regular GAN, the $cGen$ takes as input the original value $x$ rather than a randomised input sampled from a probabilistic latent space. The binary classifier is trained to predict if $x$ belongs to the target class $t_c$. Since the generator has the same architecture as an auto-encoder, we can pre-train it with the original class data subset and a reconstruction loss.

We train the $cGen$ with a GAN mechanism, optimising the generator and the classifier in consecutive epochs. The generator is trained to find the parameters that minimise the weighted multi-variable loss from Eq. 3 as:

$$L_{cgen}(x, x') = (1 - \alpha)L_g(x, x') + \alpha L_c(x', t_c),$$  

(4)

with $\alpha \in [0, 1]$. The first term on the RHS is the generator loss. The second term on the RHS represents the classifier loss. The idea is that the generator preserves as much as possible the original input (as an auto-encoder does), but also modifying the input, so it is classified as the target class. A value of $\alpha = 1$ generates counterfactuals closer to the target class without any regard for the original input. A value of $\alpha = 0$ will generate counterfactuals identical to the original input without considering the target class. The weights of the classifier are frozen during the training of the generator. On alternating epochs, the classifier is trained to discriminate images belonging to the target class data set or from the generator.
A. Classification results

We test the classification version of the cGen with the MNIST handwritten digits and celebrity faces dataset [46].

1) MNIST: We implement the classifier, encoder and decoder part of the generator with four convolutional/deconvolutional layers, and a fully-connected output layer with sigmoid activation. The distance functions $d_g$ and $d_c$ (Eq. 3) were implemented as mean squared error. We pre-trained the generator with the original class subset and the classifier with the training data set from MNIST as a binary classifier for class number 8. Fig. 2 shows a set of results after the training phase for the original class number 0. The top row shows original class images, and in the same column on the bottom row, the generated output for each image. The examples shown are taken from the validation set, not seen during training. Note that the counterfactuals were obtained from the same generator, on a forward pass for each original image.

2) CelebA: For the celebrities faces dataset, we use a similar implementation adjusting input and kernel sizes from the MNIST implementation. We test the counterfactual generator with two experiments. One for the original class “no sunglasses” and target class “sunglasses”. The other experiment is for classes “no smile” and “smile”. Following the same steps as with the previous dataset, after pre-training the generator, we run the cGen optimisation.

Fig. 3 shows the results for the celebrity faces experiment. For the sunglasses category, the counterfactuals (bottom row) show noise in the position where sunglasses are usually located. The last example in the figure shows two black circles in the eyes positions, but also adds noise to the rest of the face. For the smile category, more subtle modifications are made to the lips and the area surrounding it.

IV. cGen FOR REGRESSION

With a view to applying this methodology to robot control tasks, we now consider the use of the cGen for real-valued predictions.

We add a new component to the cGen architecture. The new component is a predictor function $P: \mathbb{R}^n \rightarrow \mathbb{R}^m$, with $m$ as the prediction dimension. Fig. 4 shows this architecture. In this setup, the generator includes a new component in the $L_{\text{cgen}}$ loss function, the predictor loss $L_p$. The role of the predictor is to evaluate the counterfactual with respect to a goal prediction. Now, the classifier acts like a regular GAN discriminator. The classifier is used to keep the output of the generator as close as possible to training data set distribution. Minimising the classifier loss accounts for a coherent counterfactual with respect to the training data.

The predictor is the model that calculates the regression. For example, the predictor can be the policy of an agent, a weather forecast, or any type of real-valued function. The new component of the cGen loss captures the prediction error:

$$L_p(x', t_r) = d_p(P(x'), t_r),$$

where $P(\cdot)$ is the predictor model, $t_r \in \mathbb{R}^m$ a target value and $d_p: \mathbb{R}^m \times \mathbb{R}^m \rightarrow \mathbb{R}$ a distance function between regression targets. The new cGen loss function for regression is:

$$L_{\text{cgen}}(x, x') = \alpha L_g(x, x') + \beta L_c(x', t_c) + \gamma L_p(x', t_r).$$ (6)
A. Counterfactuals for Robot Control

To test the regression cGen architecture, we implement autonomous control on a PR2 robot. Fig. 5a shows the movement of the end effector of the left arm of the robot. From an initial position on the left side of the scene, the end effector transits over the objects to arrive at the red object. The movement from one object to the next is conditional on the distance to the next object. A movement can only be performed if a distance $d$ to the next object is smaller than a set threshold $\delta$. If the distance $d$ to the next object is larger than the threshold $\delta$, the end effector is unable to arrive at the target, and has to remain in the same position failing the objective. This restriction can be seen as a safety measure or domain-specific constraint. Fig. 5b shows a failed execution as the distance from the last visited object to the red cube is larger than $\delta$. We would like to find a counterfactual, i.e. a minimal and realistic modification to the image, wherein the robot does indeed arrive at the target. Valid solutions can include the adjustment of the position of an object, e.g. move the target closer, or adding new objects to fill in the gap between objects.

Note that $t_c$ is not a target class as in the classification case. Now, $t_c$ targets whether $x$ is part of the training data.

We implement the visual processing based on standard (and fairly classical) computer vision techniques, including thresholding and edge detection. However, a controlled based on this input is not differentiable. Thus, we are not able to use it directly as the predictor in the cGen architecture. To overcome this problem, we trained a neural network with data pairs generated by the original controller. In this network, the input is the image used by the controller, and the output is the distance of the last achievable position of the end effector. If the end effector reaches the target, the output is 0. If the end effector does not reach the target, the output is the distance between the last position of the end effector and the next object. We collected image samples from the on-board camera of the robot. Using data augmentation techniques, we trained a convolutional DNN as a differentiable approximator of the original controller.

Similar to the classification cGen, we can pre-train the generator, but not the classifier (as now it depends on generated images). We use adversarial training for cGen, minimising Eq. 6, with fixed weights for the predictor and the classifier. After one epoch training the generator, we train the classifier with real images and images from the generator. After a short iterative search, the meta-parameters where set to $\alpha = 0.8$, $\beta = 0.1$ and $\gamma = 0.1$. The final results from the generator are passed trough an auto-encoder trained on the original images. This step reduces the noise in the counterfactual making it easier to compare to the original image.

Fig. 6a shows the original image of a failed controller where the robot is unable to reach the target object (red cube). Fig. 6b shows how the generator adds an object (green cube) in the gap between the target (red cube) and the previous object (blue cube). Fig. 6c highlights the difference between the two images. Fig. 6b and 6c serve as an explanation of what modification to the original scene are needed to have a successful controller. Now, we can configure the scene following the counterfactual (adding the green cube) and run the controller. With this modification, the end effector is able to reach the target (not shown on the images).

Fig. 7 shows more counterfactuals. The top rows are the original scenarios where the controller fails. The bottom rows
directly optimise the cGen loss (Eq. 6) with stochastic gradient generator to minimise the reconstruction error. Then, we can the parameters of the neural network. First, we pre-train the $Z$ the generator over its latent space [25]. With this modification, we can directly optimise generator model from an autoencoder to its variational coun-

predictive control paradigm to autonomously control the robot. After training, the learned controller can be used in a model next $5$ vector with the $x$ that the controller has to learn to predict is a 10-dimensional direction and return to the starting point. The future position (Fig. 8c), visit all the corners of the platform in a clockwise direction. The user is stated as: starting from the bottom-left corner (Fig. 8c), visit all the corners of the platform in a clockwise direction and return to the starting point. The future position that the controller has to learn to predict is a 10-dimensional vector with the $x$- and $y$-axis position of five pairs in the next 5 seconds in intervals of 1 second (Fig. 8d, yellow dots). After training, the learned controller can be used in a model predictive control paradigm to autonomously control the robot.

For this experiment, we modify the cGen architecture for regression presented in the previous section. We modify the generator model from an autoencoder to its variational counterpart [25]. With this modification, we can directly optimise the generator over its latent space $Z$ rather than modify all the parameters of the neural network. First, we pre-train the generator to minimise the reconstruction error. Then, we can directly optimise the cGen loss (Eq. 6) with stochastic gradient descend over the latent variables $z_i \in Z$, with $i = \{1, 2, \ldots, l\}$ and $l$ the number of latent variables. This modification of the architecture has two main advantages. First, the optimisation process of the generator is linear with respect to the size of the latent space ($O(l)$), thus speeding up the training time. Second, the counterfactual generated images are an interpolation of the latent space, rendering images closer to the original training set. The downside of this architecture change is that the decoder and encoder modules of the generator need to be pre-trained and the counterfactual search has to be performed over each instance of an input image $x$, and one regression goal $t_r$.

Fig. 9 shows counterfactuals for a set of scenarios taken from the demonstrations with a goal that is different from the prediction of the controller. The top row shows the original scenarios with the model predictive control as the yellow dots. The straight line of red dots represents the regression goal for the counterfactuals $t_r$. The bottom row shows the counterfactuals for the original input. In the first figure, the generator changes the green barrier for two barriers with a separation in the middle. Note the counterfactual predictive control (bottom row yellow dots) is closer to the goal (top row red dots), but is not an exact solution for the required goal. This difference is due to the fact that there is no scenario in the demonstration that includes a green barrier only on the right side of the hallway. Such a solution is discarded by a higher loss in the discriminator. For the rest of the scenarios, the counterfactuals include addition and removal of obstacles and rotation of the scene.

V. CGen for Robustness Analysis

As discussed earlier, robust control design considers how well a controller maintains performance criteria when facing external perturbations. One controller is considered to be more robust than another if it can control the plant under larger perturbations than the other controller. In this section, we use counterfactual analysis to obtain an indicator of the efficiency of a controller to return to a working regime after it is affected by perturbations. The idea is that when a system faces a perturbation or an adversarial attack, then instead of adapting, e.g. via changes in the configuration space, the counterfactual
analysis is able to find a solution in the state space. For example in the oil platform scenario, where the MPC is based on images taken from a top-view camera, a failure to arrive at a destination goal can be due to obstacles in the path of the robot. This scenario can be solved by manipulating the objects in the scene (not necessarily by the robot, instead by requesting human help). In this case, for different controllers, we can measure the quality of the counterfactual solution by the number of modifications to the scene induced by the cGen and by the distance between the desired goal and the one obtained with the counterfactual image.

To measure the difference between controllers, we trained three controllers under different demonstrations. For the three controllers, the surveillance task remains the same as in Sec. IV-B but with different obstacle complexity. The first controller (a) is trained in scenarios with two types of obstacles: orange cones and green barriers. The second controller (b) is trained from demonstrations with scenarios with cones but no barriers. The third controller (c) is trained in scenarios without obstacles. We define a set of goals for the MPC to predict movements of the robot in a range of $[-45, 45]$ degrees from the vertical line.

As a baseline, we measure the robustness of the controllers to random noise in the input data. We inject noise $\mu$ with an increasing gain $\eta$ until the difference between the non-modified prediction and the modified one is larger than a set value $\varepsilon$: $\| p(x) - p(x + \eta \mu) \|^2 < \varepsilon$. If the difference is larger than $\varepsilon$, the controller has arrived to its limit to reject perturbations. Fig. 10 shows that the sensitivity to noise is similar for the three controllers, i.e. they all share similar robustness to noise perturbation. To measure the average size of counterfactual modifications required by each controller to return to a working regime, we use cGen to generate counterfactuals over a set of 10 scenarios with different goals. Fig. 11 shows the average losses for the three controllers. The counterfactual cGen loss (Eq. 6) shows that controller a has the lowest loss among the three controllers. This is confirmed by the generator and predictor loss. These two low values indicate that the counterfactuals are close to the original image and also produce a prediction close to the goals. Controller b shows a worst generator loss but a similar prediction loss compared to controller a. This behaviour can be explained by the missing training data including the green barrier, but still maintaining a good level of sensitivity to the input. The counterfactuals for the controller b, when faced in a scenario with previously unseen obstacles (barriers), result in larger modification of the scene to allow the model to make a closer prediction to the goal. In this case, the counterfactual not only have to modify (or remove) the barrier; it also has to add cones to guide the controller to the goal. Controller c shows the worst counterfactual performance among the three controllers. The generator and prediction loss are both high. We explain this behaviour as that the controller does not respond to obstacles on the input image --as it did not experience them during training--. Also, the counterfactuals will tend to remove all the object from the scene rather than applying smaller modifications.

Fig. 11 shows the counterfactual loss for each scenario for controller a, b and c. In the image, a stronger red colour means a higher value average loss for all the goals. Comparing controller a and b, we can see that they have similar values for the loss in most of the scenarios. Still, for both of the scenarios where a green barrier is present, controller b has a worst result. Controller c has a lower performance in most on the scenarios, where only the first scenario without obstacles is comparable to the other two controllers.

VI. CONCLUSION

In this work, we present an approach to characterising relative robustness in image-based robotic control. We present an architecture to train a counterfactual generative model that seeks to produce small, yet close-to-the-original distribution, modifications to a known input during the process of solving classification and regression problems. We evaluate this approach in robot control tasks, after first demonstrating the principle in object classification. Our proposed robustness measure takes into consideration both the controller and the environment, relating it to embodiment theory [47].
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