
 

 

 
 

 

Edinburgh Research Explorer 
 
 

 
 

 
 

 
 

 

 
 

 
 

 
 

 
 

 
 

 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

What affects bank debt rejections? Bank lending conditions for
UK SMEs

Citation for published version:
Sun, M, Calabrese, R & Girardone, C 2020, 'What affects bank debt rejections? Bank lending conditions for
UK SMEs', The European Journal of Finance. https://doi.org/10.1080/1351847X.2020.1799834

Digital Object Identifier (DOI):
10.1080/1351847X.2020.1799834

Link:
Link to publication record in Edinburgh Research Explorer

Document Version:
Peer reviewed version

Published In:
The European Journal of Finance

Publisher Rights Statement:
This is an Accepted Manuscript of an article published by Taylor & Francis in The European Journal of Finance
on 27/8/2020, available online: https://www.tandfonline.com/doi/full/10.1080/1351847X.2020.1799834.

General rights
Copyright for the publications made accessible via the Edinburgh Research Explorer is retained by the author(s)
and / or other copyright owners and it is a condition of accessing these publications that users recognise and
abide by the legal requirements associated with these rights.

Take down policy
The University of Edinburgh has made every reasonable effort to ensure that Edinburgh Research Explorer
content complies with UK legislation. If you believe that the public display of this file breaches copyright please
contact openaccess@ed.ac.uk providing details, and we will remove access to the work immediately and
investigate your claim.

Download date: 04. Jun. 2024

https://doi.org/10.1080/1351847X.2020.1799834
https://doi.org/10.1080/1351847X.2020.1799834
https://www.research.ed.ac.uk/en/publications/a358a9a2-d18d-46ba-9f74-686f1625be9c


1 
 

What affects bank debt rejections? 

Bank lending conditions for UK SMEs 

 
Mingchen Sun1, Raffaella Calabreseb and Claudia Girardonec*  

 
 

Abstract 
 

Using the UK SMEs Finance Monitor data over 2011-2017, we explore the determinants of bank debt 
rejections for UK SMEs. In the wake of the global financial crisis, business overdrafts and term loans 
show slightly different trends although the factors affecting rejections are similar. We find that since 
2014 rejection rates reduced for both facilities and they remained stable in the run-up to the Brexit 
referendum and its immediate aftermath, although export and import SMEs operating in industries 
with a high share of EU trade experienced tigher conditions. Further, we present robust evidence that 
firms with female owners, organised in partnerships, and with a higher initial credit balance are more 
likely to have their credit application approved. Finally, younger, smaller and more innovative SMEs 
are more likely to be rejected, while their chance of being succesfull in their credit applications 
increases substantially after 2014.  
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1. Introduction 

Small and medium-sized enterprises (SMEs) play a key role in virtually every nation primarily 

because they are drivers to job creation and local economic growth. In the UK, they constitute 99.3% 

of all private sector enterprises, and over the period 2011-17 alone, their number increased by about 

24% to 5.7 million. They also contribute approximately 60% of all private sector employment and 51% 

of all private sector annual turnovers (DBEIS, 2017). SMEs rely heavily on bank debt as external 

financing sources and are more likely to face credit constraints relative to large firms. This is because 

SMEs have limited net wealth and are often less informationally transparent than large firms; they 

have also lower formal reporting needs and less external monitoring (Berger et al., 2005; Armstrong 

et al., 2013; Udell, 2015).  

Over the past decade the UK government launched several schemes to facilitate formal bank 

lending for SMEs, such as the Funding for Lending scheme in 2012. Another way to assist small 

businesses in finding bank credit was to create the British Business Bank in 2014. However, the slow 

economic recovery in the aftermath of the global financial crisis and June 2016’s referendum results 

on Brexit, triggered a sense of risk and instability for businesses of all size and sectors, including banks 

and financial firms. Among the key concerns were the prospect of leaving the European single market 

and the uncertainty surrounding the regulatory environment as the UK will have to convert and adapt 

EU legislation (Filippaios and Stone, 2017). In this paper we investigate the following three main 

research questions: do bank debt conditions for SMEs change in the run up and immediately after the 

Brexit referendum in 2016? What firm- specific characteristics in terms, for example, of size, age and 
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type of activities, may be most impacted by changes in the credit market? What are the key drivers of 

bank debt rejections?. 

This study offers significant contributions to the literature by providing an up-to-date evaluation 

of bank credit conditions and unique insights into the problem of debt rejections for UK SMEs. First, 

previous studies on UK lending conditions mostly focus on the period before and after the global 

financial crisis up to 2013 (e.g. Fraser, 2012; Armstrong et al., 2013; Cowling et al., 2016). This paper 

is among only few studies (Brown et al., 2019; Calabrese et al., 2020) available in the literature that 

considers the period of ‘great uncertainty’ around the Brexit referendum in 2016. We pay particular 

attention to international traded SMEs that might be heavily influenced by the outcome of the vote.  

Second, based on our knowledge, this is the first paper that explores the specific lending conditions 

for firm size and company’s age. Start-ups are often very small, nonetheless they give a strong 

contribution to net employment growth; this was true even during the crisis, as evidenced, for example, 

in the cross-country study by Criscuolo et al. (2014). Previous studies show that smaller and younger 

SMEs are found to have difficulties in accessing bank credit (e.g. Coleman, 2004; Cowling et al., 2012) 

but they do not show the determinants of credit application for each SME’s sub-group.  

Our last contribution relates to the literature on the determinants of debt rejections. Several firm 

and owner features are identified as important determinants (e.g. Fraser, 2009; Cole and Dietrich, 2013; 

Zhao and Jones-Evans, 2017). However, the role of credit balance is generally ignored, although it is 

found to help banks alleviate moral hazard problems (Mester et al., 2006). One plausible reason is the 

sensitivity of this information that makes firms reluctant to disclose, leading to a large number of 

missing values in the data set and give the first attempt to test the effect of credit balance on bank debt 
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rejections. To the best of our knowledge, we provide the first attempt to test the effect of credit balance 

on bank debt rejections. 

Our data are drawn from a rich firm-level survey data drawn from the UK SMEs Finance Monitor. 

The breadth of the survey allows us to consider many important aspects in the analysis including 

ownership (for example male/female), manager characteristics, bank relationships, firm demographics 

(size and age) and products (including credit balance). We obtain that over the long time frame for this 

analysis (2010-2017), the rejection rates for SMEs dropped but that was held back by the uncertainty 

surrounding the Brexit referendum. We distinguish between two types of bank credit, namely business 

overdrafts facilities and term loans, as firms typically use them for different purposes. Business 

overdrafts are ideal for firms with fluctuating financing needs, so they are used to ease pressures on 

working capital and as a back-up for unanticipated expenditures; while term loans are typically used 

for longer term purposes and generally firm expansion. Overdraft applicants typically have different 

characteristics compared to loan applicants and the relevant literature has previously indicated that the 

determinants of overdraft rejections can differ significantly from those of loans’ (Armstrong et al., 

2013; Lee and Brown, 2017; Zhao and Jones-Evans, 2017). 

Our main findings indicate that relative to the years in the aftermath of the global financial crisis 

(2010-11), the overdraft and loan markets appear to follow slightly different patterns. We present 

robust evidence that rejection rates initially dropped after 2014. They remained stable in the run-up to 

the Brexit referendum and its immediate aftermath, although export and firms operating in industries 

with a high share of EU trade experienced tighter conditions. We find that SMEs with female owners 

and organised in partnerships, and with a higher initial credit balance are more likely to be approved. 



5 
 

While younger, smaller and more innovative SMEs with lower application amounts are more likely to 

be rejected both in the case of loans and overdrafts. An in-depth analysis on firm size and age shows 

that relative to 2013, micro firms (less than 10 employees and turnover <£2m) face lower rejection 

rates in the following four years, while other SMEs do not. Further, our results confirm that start-ups 

(<2 years) experience significantly improved conditions in recent years, particularly in the case of 

overdrafts. 

The rest of this paper is organised as follows. Section 2 provides a brief review of relevant 

theoretical and empirical studies and sets out the key research hypotheses. Sections 3 describes the 

data. Section 4 explains the model and the variables employed in the regressions. The empirical results 

and robustness tests are presented and discussed in Sections 5 and 6, respectively. Finally, Section 7 

concludes and provides a discussion of the main related policy issues. 

 

2. Selected literature review and main hypotheses  

2.1 Theoretical literature 

The seminal theoretical studies of Jaffee and Russell (1976) and Stiglitz and Weiss (1981) develop 

a framework related to the rationale of credit rationing that occurs when banks restrict their lending 

even if ‘good’ borrowers are willing to pay higher interest rates. This is because the rise in interest rate 

increases the risk of the pool of potential borrowers but banks are unable to distinguish good borrowers 

from bad borrowers due to the imperfect information in credit markets (adverse selection). In order to 

pay off the higher interests, borrowers might change their behaviour and choose a riskier project (moral 

hazard). Such reasons lead banks to ration credit, especially when the information asymmetry problem 
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is severe. In this sense, small businesses, more informationally opaque, are more likely to be credit 

rationed relative to large firms. Specifically, two types of credit rationing came into being when 

borrowers receive a smaller amount than they request (type 1) or nothing (type 2) (Drakos and 

Giannakopoulos, 2011). 

To overcome adverse selection and moral hazard problems, banks have developed several lending 

technologies (Boot, 2000; Berger and Udell, 2002, 2006), such as relationship lending relying on “soft” 

information (qualitative information obtained over time via contacts with firms, owners and the local 

community) and transaction lending relying on “hard” information (quantitative information, such as 

data derived from balance sheets and/or collateral guarantees). In practice, lending technologies are 

applied synergistically when banks make decisions on debt applications (Udell, 2015). Therefore, any 

information utilised in lending technologies, no matter if soft or hard, can mitigate credit rationing and 

those acting as signals of high credit risk, i.e. lower ability to pay off the debt will increase the 

probability of debt rejection. 

 

2.2 UK bank lending conditions 

Inspired by the theoretical models just presented, a relatively large body of empirical research 

ensued that focuses on the analysis of credit rationing for SMEs (e.g. Berger and Udell, 1992; Freel, 

2007). Most empirical studies employ survey data to identify credit rationed small businesses (e.g. 

Drakos and Giannakopoulos, 2011; Cenni et al., 2015). Early studies only include in their data samples 

credit rationed firms (type 1, type 2 or both) and successful applicants (e.g. Bodt et al., 2005; Freel, 

2007). This potentially leads to sample bias as the applications are not random. To solve this problem, 
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recent studies (e.g. Cenni et al., 2015; Cowling et al., 2016) employ advanced techniques, such as 

Heckman models to incorporate factors affecting demand and supply of bank credit in one structure 

system. 

One approach to assess bank lending conditions is to analyse the trend shown by the firms’ total 

amount of outstanding debt. However, this is not informative enough as it is difficult to disentangle 

the supply-side changes (i.e. banks loosening lending standards) from the demand-side changes (e.g. 

firms become more or less credit risky). A better approach to assess lending conditions is using time 

dummies to proxy the market changes of bank debt rejections over time after controlling for sufficient 

risk characteristics from the demand side (e.g. Fraser, 2012; Armstrong et al., 2013). For the UK 

market, lack of sufficient relevant data mean that there are only a few papers empirically examining 

how the credit market conditions vary over recent years.  

The existing body of literature looks into UK bank lending conditions for SMEs up to 2013, 

typically focusing on a relatively short time span. In this study we employ a longer time frame for the 

analysis (2010-2017). We expect that rejection rates would first decrease at the beginning of the period 

under investigation then increase in the run-up to the Brexit referendum in 2016 given to widespread 

uncertainty with investors and firms suffering from unknown trading and/or regulatory environment 

as the UK decided to leave the European Union. Therefore our first hypothesis (H1) can be formulated 

as follows: 

 

H1: Rejection rates diminished post financial crisis but increased in the run-up to the Brexit 

referendum and its immediate aftermath. 
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Not all companies suffered from worse credit conditions during and after the Brexit referendum. 

The uncertainty generated by Brexit resulted in a dramatic drop in the pound sterling’s value, 

increasing the costs of import activities and decreasing the profits of SMEs activities. The negative 

impact of Brexit was somewhat proved by the evidence that export and import SMEs were inclined to 

regard Brexit as an obstacle to business success (Brown et al., 2019). Given that UK export SMEs had 

typically greater difficulties in accessing bank credit (Cowling et al., 2016), in such context, banks will 

be even more cautious in lending to export or import SMEs. In addition, in light of the changes in the 

trading outlook in the EU, banks might ration credit more to export or import firms which operate in 

industries with a high share of EU trade. Therefore, we hypothesise that: 

 

H2: Export/Import-oriented UK SMEs, especially those in industries with a high share of EU trade, 

suffered from tighter credit conditions during and after the Brexit referendum. 

 

Extending the finding by Armstrong et al. (2013) that uncertainty has a stronger impact on bank 

lending for SMEs than large firms, we speculate that the impact of the uncertainty brought by Brexit 

might also differ by firm size within SMEs. Given that firm size and age play important roles in SME’s 

access to bank credit (e.g. Coleman, 2004; Cowling et al., 2012), we formulate our third hypothesis: 

 

H3: The changes in bank lending conditions in UK SMEs differ by firm size and age. 
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2.3 The determinants of bank debt rejections  

In theory, factors which can reduce the information asymmetry between SMEs and banks, no 

matter if related to soft or hard information, can affect bank debt rejections. Empirical studies tend to 

identify selected owner/manager features, factors associated to relationship banking as well as firm 

characteristics as determinants (e.g. Cole, 1998; Fraser, 2009; Cole and Dietrich, 2013).  

The gender of the owner/manager can influence bank debt rejections in the sense that female-

owned/led SMEs tend to be smaller, younger, less profitable (Fasci and Valdez, 1998), slower-growing 

(Cooper et al., 1994) and less likely to survive (Fairlie and Robb, 2009), suggesting they are potentially 

riskier and thus more likely to have difficulties in getting funded. Early studies (e.g. Riding and Swift, 

1990; Coleman, 2000) provide evidence to this argument; whereas recently, for example, Cowling et 

al. (2016) find female-owned/led SMEs in the UK are less likely to be rejected. In addition, owners’ 

age (Zhao and Jones-Evans, 2017) and financial qualifications (Cowling et al., 2016) are usually found 

to be positively associated with bank credit availability for UK SMEs.  

In relationship lending, banks are able to gather soft information about their customers through 

repeated interactions (Boot, 2000). Over time, the collection of the information on firms’ 

creditworthiness builds up and if a bank supplies a bundle rather than a single product to a firm, it is 

much easier and less costly for monitoring (Fraser, 2009). The lower information asymmetry resulted 

from a longer-term and more concentrated bank relationship is found to help SMEs get better access 

to bank credit (e.g. Petersen and Rajan, 1994; Berger and Udell, 1995; Kysucky and Norden, 2015). 

However, Fraser (2009) find that for UK SMEs, not only the length, but also the concentration of the 

bank relationship is insignificant. The information obtained from the applicants’ previous suppliers 
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are sufficient for banks to make decisions so that they do not need to establish extra close relationships 

with SMEs. 

As for firm characteristics, it is harder for younger and smaller SMEs to access bank credit (e.g. 

Coleman, 2004; Cowling et al., 2012). This could be because older and larger firms are more likely to 

have a track record of business financial information and credit history that reduce the information 

asymmetry (Fraser et al., 2015). They are also more able to provide sufficient collateral (Armstrong et 

al., 2013) and payoff the debt (Drakos and Giannakopoulos, 2011). Industry sector is another factor 

that may affect SMEs’ access to finance. The rationale is that firms in the same industry are subject to 

similar market conditions (Freel et al., 2012) and therefore, belonging to a certain industry 

classification can act as a signal for business risk. The importance of high-growth and geographical 

disparities is highlighted by Moro et al. (2017) and Zhao and Jones-Evans (2017) respectively while 

innovative SMEs appear to have more difficulties accessing finance (Freel, 2007; Lee at al., 2015).  

However, many important variables, such as the presence of a credit balance, have not been 

examined before, mainly due to missing data problems. Credit balance refers to the amount that a firm 

usually holds in its current and deposit accounts. By virtue of the information in credit balance, banks 

can assess borrower’s ability to generate profits and predict its probability of default, which is valuable 

in the UK where small businesses are exempted to get an audit of their annual accounts. Banks can 

also monitor the changes in the credit balance to get rid of moral hazard problems, especially when 

the SME has an exclusive relationship with the bank (Mester et al., 2006). Besides, credit balance 

makes it easier for banks to discover borrowers’ losses. This can motive SMEs to take actions to 

generate higher return (Nakamura, 1991). Therefore, banks can use it as a ‘selection’ tool during 
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applications, a ‘monitoring’ tool after applications and also a ‘buffer’ in the event of default. The higher 

the credit balance, the lower the probability of default, the stronger the ‘buffer’ and the less likely their 

applications get rejected. 

 

H4: SMEs with higher credit balance are less likely to be rejected when they apply for bank financing. 

 

3. Data  

The dataset used in this study is drawn from the Small and Medium-Sized Enterprise Finance 

Monitor (SMEFM) accessed from the UK Data Archive (BDRC Continental, 2018), which provides 

micro firm-level survey data collected from 2011 Q1Q2 to 2017 Q4.2 Since the survey asks for SMEs’ 

experiences in previous 12 months, we have information on UK SMEs from 2010 to 2017. However 

applications in the first and last year under study (2010 and in 2017) are underestimated because they 

refer to the previous period. SMEs are defined as firms with no more than 250 employees and no more 

than £25 million annual turnovers, slightly lower than the limit set by European Commission.3 They 

should also have the following characteristics to qualify for the interviews: (1) not 50%+ owned by 

another company (2) not run as a social enterprise or as a not for profit organization. Around 5,000 

different SMEs were interviewed in each wave (27 in total, corresponding to 131,332 observations). 

                                                
2 The first wave survey was performed in February-May 2011 and is specially denoted by “2011 Q1Q2”. Subsequent 
surveys were undertaken in standard quarter periods (January-March, April-June, July-September and October-December).  
3 In actual facts, there is no single SMEs definition within the UK government and different thresholds are defined 
depending on the purposes, for example, accounting and tax relief etc.. The EU definition that came into force on 1 January 
2005 uses these thresholds: micro firms (0-9 employees and an annual turnover of not more than €2m or a balance sheet 
no greater than €2m); small (10-49 employees and an annual turnover of not more than €10m or a balance sheet no greater 
than €10m); and medium (50-249 employees and an annual turnover of not more than €50m or a balance sheet no greater 
than €43m). 
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The database asks for their experiences of seeking and obtaining external finance in the previous 12 

months, future finance needs and barriers for future growth, as well as the characteristics of the SMEs 

and their owners/managers. Therefore, the survey data are in repeated-measured structure, instead of 

panel structure. 

Unlike in most European countries, UK SMEs demand more credit lines than loans as finance 

sources (DBIS, 2016). Therefore, we construct and analyse two separate datasets: one for business 

overdraft and the other for term loan applications. We delete observations with no initial outcome of 

their applications and those that refer to the year 2009.4 Our final sample includes a total of 16,537 

observations, split into two separate samples: 10,673 observations for overdraft and 5,864 for loans. 

Table A1 in the Appendix reports the sample size in each survey wave. 

 

<Insert Table 1 around here> 

 

Credit lines are typically shorter term and lower in volume than loans. Table 1 illustrates different 

reasons for overdraft (Panel A) and loan (Panel B) applications. Most SMEs use overdrafts as working 

capital to help with day to day cash flow management (81%), as a safety net just in case (39%) or to 

cover short term gaps until funds are available (26%). On the other hand, 31% of SMEs apply for loans 

to expand their businesses (29% domestically and 2% overseas), purchase premises (27%) and 

equipment (26%).  

                                                
4 Since the survey asks for SMEs’ experiences in previous 12 months, the first wave survey conducted in 2011 should 
collect information in 2010. Therefore, applications in 2009 (the information before 2010) are regarded as outliers and 
removed from the sample. 
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<Insert Table 2 around here> 

 

Table 2 displays the number of SMEs which have applied for bank financing by year over the 

studied period.5 Overdraft applicants are almost twice as many the number of loan applicants in all 

years. We saw before that high needs for working capital and day-to-day liquidity are driving overdraft 

applications. Excluding 2010, Table 2 also reveals a dramatic drop (by nearly 2/3) in number of 

applications for both overdrafts and loans. Although the number of applications cannot measure bank 

credit demand accurately due to a likely “discouragement factor” at play (i.e. when SMEs who have 

positive financing needs do not make an application for fear of rejection), the trend described above is 

suggestive of a decreasing bank credit demand in the wake of the financial crisis. A report by DBIS 

(2015) highlights that – excluding SMEs with no employees –, fewer UK SMEs sought finance in 

2014 (19%), relative to 2012 (24%) and 2010 (26%). A possible reason is that firms adjust their 

business plans to slow down their growth during a crisis. This allows firms to accumulate enough 

internal funds and therefore do not demand external bank debt after the recession (BBB, 2016). 

Political and economic uncertainty around Brexit have likely affected firms’ investment plans in the 

most recent years (Brown et al., 2019). 

                                                
5 The data for applications in 2010 and 2017 are incomplete because less surveys covered these two periods, compared to 
other years, due to the way the survey is formulated (see also footnote 2). Specifically, the survey asked SMEs’ experience 
over the past 12 months, which means applications in 2013 were surveyed from wave 8 (Q1 2013) to wave 15 (Q4 2014). 
However, applications in 2010 were only surveyed in the first 3 waves (only 3 waves were conducted in 2011) and 
applications in 2017 were only surveyed in the last 4 waves. 
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The rejection rate is defined as “the proportion of firms which applied for credit and were either 

refused outright or received less credit than they requested, as a proportion of firms applying” 

(Armstrong et al., 2013, p. R41). The last two columns in Table 2 illustrate that the bank debt rejection 

rates during 2010-2017 is higher for loans than overdrafts in every year, reflecting the preference of 

banks to issuing low volume, contingent short-term finance (see also DBIS, 2016). This could also 

partially explain the lower number of loan applications in Table 2 since, as mentioned earlier, higher 

rejection rates could subsequently increase discouragement and thus reduce the number of applications. 

Table 2 also shows that for both overdrafts and loans, the rejection rates appear considerably higher in 

2010-2013 compared to more recent years. This trend implies a tight credit condition during the great 

recession until 2013 and seems to hint to a greater banks’ propensity to lend in more recent years, both 

in terms of overdrafts and loans. However it is possible to note that conditions are slightly tight again, 

particularly for loans in 2016, the year of the Brexit referendum. 

 

4 Model and variables description 

Here we construct the econometric models to test our hypotheses. The outcome of the application 

from the !-th SME (for !=1,2,….,n) can be described by a Bernoulli random variable "#, so that: 

 

"# = %
1									!(	)ℎ+	! − )ℎ	-./	!0	1+2+3)+4				
	0						!(	)ℎ+	! − )ℎ	-./	!0	67)	1+2+3)+4      (1) 

 

where a firm is defined as being rejected if it is either refused outright or receives less credit than it 

requests. By definition, bank debt rejection can only be observed if the firm actually applies for bank 
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finance. Since the application decisions are not random, there might be sample selection bias if firms 

which do not apply are omitted from the analysis. Following previous studies (e.g. Cenni et al., 2015; 

Cowling et al., 2016), we employ the probit model with sample selection6 (Van de Ven and Van Pragg 

1981) to model the demand and supply of bank credit, but find no selection bias in our overdraft and 

loan sample. Therefore, a single regression model on bank debt rejection is appropriate. Considering 

that interpretations are easier in logistic models than probit models, finally we decide to employ 

logistic models for the empirical investigation. Specifically, let 8# represent the probability of bank 

debt rejection of !-th SME, thus 8# = 91	("# = 1). To estimate 8#, consider a covariate vector <# 

and a link function =(. ) which is monotonic and twice differentiable such that: 

 

=(8#) = <#
?@         (2) 

 

where @ denotes the unknown parameters vector to be estimated. The link function is the logit link 

based on the symmetric logistic distribution that can be described as follows: 

 

ln C DE
FGDE

H = <#
?@	 	           (3) 

 

                                                
6 The results are not reported for brevity, but available upon request from the authors. This model is an extended Heckman 
model using maximum likelihood estimation. The dependent variable in the selection equation is whether a firm applies 
for bank debt and the dependent variable in the outcome equation is whether the application is rejected. The variable 
‘management account’ and ‘use of credit card’ (see definitions in Table 3), are used as the selection criterion for both the 
overdraft and the loan sample as these two variables have been found significant in the selection equation (that is, related 
to the application decision making) but insignificant in the outcome equation (that is, unrelated to the bank decision 
making). The correlation coefficient between the two equations is insignificant for both overdrafts (0.1781 with p-value 
0.11) and loans (0.1871 with p-value 0.34), indicating there is no selection bias in our samples. 
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In order to avoid the potential biased and/or inefficient estimated coefficients resulted from 

deletion of incomplete observations (White et al., 2011)7, we apply multiple imputations (MI) to deal 

with the missing values in our survey data (Allison, 2012). We adopt fully conditional specification 

(FCS) implemented by chained equations algorithm because it is a non-parametric approach that is 

based on three main steps: imputation, analysis and pooling.8 In the first step, plausible values are 

utilised to fill in the missing values by using other independent variables as predictors and iterating 

over the conditional densities. Several complete datasets can be generated in this step. Then, complete-

data methods are applied in each separate complete dataset. Finally, Rubin’s rules are used to combine 

the results obtained in the second step. The rule incorporates “both within-imputation variability 

(uncertainty about the results from one imputed data set) and between-imputation variability 

(reflecting the uncertainty due to the missing information)” (White et al., 2011, p. 378).  

How many complete datasets should be generated, which is also referred as the number of 

imputations, has been widely discussed (e.g. Schafer, 1999; Graham et al., 2007). In this paper, we 

follow White et al. (2011)’s recommendation which is more flexible: the number of imputations should 

be similar to the percentage of cases that are incomplete. Approximately 35% observations for 

overdrafts (40% for loans) have missing values. Therefore, 35 imputed datasets are generated for 

overdrafts (40 for loans). The percentages of missing values in the corresponding variables are reported 

in the note to Table 4. The independent variable of interest (application date) has 7% missing values 

                                                
7 Complete-case analysis is appropriate only if the data are missing completely at random (MCAR). We run the Little’s 
MCAR test. The chi-square statistic is 3643 for overdraft sample and 3112 for loan sample, which are highly significant. 
Therefore, the missing data in our sample are not MCAR patterns and complete-case analysis will be inappropriate in such 
a context. 
8 This is implemented in the programming language R using the package “mice” (Buuren and Groothuis-Oudshoorn, 2011).  
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for overdrafts and 12% missing values for loans. Credit balance has the highest percentages of missing 

values (19% for overdrafts and 20% for loans).9  

To control for sufficient risk characteristics, we incorporate a number of explanatory variables in 

our regressions (see Table 3). However, some of them may contain no or replicate information on bank 

debt rejection. Adding noninformative variables can bring noise and impair model performance (Ritter, 

2014), To tackle this issue, we follow Wood et al. (2008) and use a backward stepwise selection 

approach. At first, the model with all the potential covariates is estimated. Then, the explanatory 

variable with the lowest significance level is dropped and the Wald test is used to test whether the 

dropped covariates (except the most recently dropped) should be re-introduced into the model.10 If 

the dropped variables are not re-included in the model, the model is re-estimated excluding the dropped 

covariates. This iterative procedure is applied until all the covariates in the model are significant at 

least 10% significance level. Therefore, the results reported in the next section only include significant 

explanatory variables. 

 Table 3 provides the definitions of all variables used in equation (3).11 The dependent variable 

is the bank debt rejection, a binary variable equal to 1 if the firm was refused outright or received less 

credit than it requested, and zero otherwise. 

 

<Insert Table 3 around here> 

                                                
9 This is likely the reason why, its effects has not been examined before in previous studies (e.g. Lee and Brown, 2017; 
Rostamkalaei and Freel, 2017) that use the same data set.  
10 We use the function ‘pool.compare’ available in the R package ‘mice’ to implement the Wald test. 
11 Compared to the variable list in Table 3, some variables are absent in Table 5. This is because these variables are 
insignificant and thus removed from the regression model after we apply the backward stepwise selection technique. It 
does not mean that we do not include these variables when we run regressions. Besides, the empty rows for application 
date in Table 5-8 also mean the dummy variables are insignificant and removed from the model. 
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One important variable is the application date for which we include eight dummy variables, (one 

for each year) to proxy for changes in credit market conditions as in Fraser (2012) and Armstrong et 

al. (2013). A higher rejection rate is expected for applications in 2016 the year of the Brexit referendum. 

We also include credit balance to test Hypothesis 4, and incorporate eight dummies, expecting 

significant higher marginal effects for higher credit balance dummies. 

Following the main literature on the determinants of access to bank finance for SMEs (e.g. 

Cowling et al., 2016; Lee and Brown, 2017) the additional independent variables included in the model 

can be mainly divided into four groups: owner/manager characteristics, bank relationship and/or 

products, firm characteristics12 , and application process-related variables. The related descriptive 

statistics can be found in Table 4. A ‘typical’ applicant for both overdrafts and loans (first and sixth 

columns) holds less than £5,000 in its current and deposit account, which is owned/led solely by a 

male owner aged more than 50 years without sufficient financial knowledge. It only approaches one 

bank (the main bank) and does not use a credit card. With less than 10 employees and £1m-£4.9m 

annual turnover to generate profits, the typical applicant is established for more than 15 years, located 

in the South East and operating in the Construction industry. It produces business plans and regular 

financial statements, has a low risk level but does not have international (import /export) and 

innovative activities. It typically uses business accounts to apply for credit in the range £10,000-49,000 

                                                
12 For further analysis to test our third hypothesis (H3), we will divide all firms into micro, small and medium-sized firms. 
To mimic the EC definition (see details in footnote 15), we split the sample according to the number of employees and the 
annual turnover. To be consistent, we include both measures as proxy for firm size in the regressions. Fraser (2009) also 
uses the numbe of employees and the business assets simultaneously in his model. Besides, to deal with the 
multicollinearity concerns between these two variables, we run the VIF test, which are smaller than 5, indicating that the 
correlation problem can be neglected. 
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but does not seek advice before application. 

 

<Insert Table 4 around here> 

 

Table 4 also provides the difference in means between rejected and approved applicants for all 

independent variables. The t-statistics suggest that as far as overdrafts are concerned, rejected SMEs 

were more likely to apply in 2011-2013 and less likely in 2014-2017. Consistent with the trends shown 

in Table 2 above, results for loans are similar. Further, both in the case of overdrafts and loans, rejected 

firms tend to be smaller (have fewer employees and lower annual turnovers), younger, sole-traders, 

less creditworthy and are led by younger owners/leaders. Approved firms have a higher credit balance 

and tend to be more profitable and internationally traded. Their ownership is usually joint partners 

(males/females), who are more financially knowledgeable. They generally apply to their main banks, 

use a credit card, have a business account and apply for relatively higher amounts. In addition, when 

SMEs apply for overdrafts (not loans), rejected firms tend to be innovative and seek advice before 

their applications. 

 

5. Empirical results 

5.1 Multivariate analysis 

We perform a multivariate analysis to investigate the relationship between bank debt rejections 

and application date (Model 1 in Table 5). Since the variable rejection is dichotomous, multivariate 

regressions are estimated using a logistic model. To ensure that the level of multicollinearity is 
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acceptable, we compute the VIF test for the independent variables and results are satisfactory (all 

values are <5). Table 5 reports the estimated marginal effects for a typical applicant and the Wald test 

statistics that all coefficients (excluding the constant term) are equal to zero simultaneously. The 

marginal effect of a significant coefficient is estimated by the discrete changes when other significant 

coefficients hold the same as a typical applicant. 

 

<Insert Table 5 around here> 

 

Results from Model (1) are reported in the first two columns of Table 5. They suggest that for 

overdrafts, relative to applications in other years, applications in 2012 are 2.83% more likely to be 

rejected. In contrast, applications in 2014-2017 are less likely to be rejected, suggesting looser lending 

conditions for SMEs in the most recent four years included in our analysis. This latter result is also 

found for loan applications for which conditions do not appear to change up to 2013 but then show 

significant negative signs since 2014.  

Table 5 also reports the significant marginal effects for Model (2) that include the control variables 

and results from the application of the Rubin’s rule variable selection technique described in Section 

4. For both overdrafts and loans, after controlling for several risk characteristics, the changes in lending 

conditions broadly confirm the findings of Model (1). Relative to applications in 2010 and 2011, those 

in 2012 and 2013 are 1.57% and 1.64% more likely to be rejected for overdrafts. In the following four 

years, both overdraft and loan markets show more favourable lending conditions relative to years in 

the wake of financial crisis.  
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<Insert Figure 1 around here> 

 

Figure 1 shows that the predicted probability of debt rejection for a typical applicant drops 

markedly in 2014 and 2015 and then climbs in 2016. As hypothesised in H1, this result might have 

been influenced by the Brexit referendum which took place in 2016. To test whether the differences 

before and after Brexit are statistically significant, we run the Wald test with the results reported in the 

bottom of Table 5. For both overdrafts and loans, the differences between the rejections in 2015, 2016 

and 2017 are not statistically significant. Therefore, the lending conditions do not change under the 

period of great uncertainty in the run-up and in the year following the Brexit referendum. A potential 

explanation is only a small number of firms will be affected, evidenced by merely 16% SMEs self-

reported Brexit as a major obstacle in a 2016-17 survey (Brown et al., 2019). Another reason might 

due to the long time spanning and the complicated procedures of Brexit, leading to an insignificant 

influence in a short-term. A change in lending conditions potentially comes up in the post Brexit, 

which is out of our sample, although, as pointed out above, data for the last available year used in this 

study should be interpreted with some caution. 

Another important result refers to the variable credit balance (H4). Most studies omit this variable 

due to missing values. We apply a survey data multiple imputation technique to deal with this problem 

and are able to check the effects of credit balance on debt rejections. As far as we are aware there are 

no other published studies that determine the role of different levels of credit balance in SMEs accounts 
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against the probability of rejection.13 As hypothesised, our results provide support for our fourth 

hypothesis (H4) in that a higher credit balance shows a stronger significantly negative marginal effect, 

suggesting a lower probability of rejection, for both overdrafts and loans.  

Regarding owner/manager characteristics, applications from female owned/led SMEs are 2.22% 

(3.29%) more likely to be approved for overdrafts (loans). This finding is in contrast to previous studies’ 

more classical findings that it is much more difficult for female entrepreneurs to access bank lending 

(e.g. Riding and Swift 1990; Coleman 2000; Bellucci et al. 2010), but conforms to the most recent 

empirical investigations by Cowling et al. (2016). This result could be interpreted in several ways. On 

one hand, it could be attributed, and there are a few examples in the literature (e.g. Watson, 2002; 

Watson and McNaughton, 2007), to a more risk-averse attitude of female managers that will be more 

likely to select conservative projects or low- risk business plans. On the other hand, it could be that a 

larger proportion of female-run firms simply did not file a loan application as they anticipated being 

rejected, as recently evidenced e.g. in Moro et al. (2017). Legal status is also an important factor in 

reducing rejection rates, a result that contradicts both Armstrong et al. (2013) and Lee and Brown 

(2017). The lower rejection rate of partnerships can possibly derive from their lower default rate 

(Cowling and Mitchell, 2003) and from the fact that banks could have more recourse if firms with 

unlimited liability default thanks to the shared responsibility. Contrary to expectations, we find that 

for loan applications, SMEs with middle-age owners/leaders (31-50 years old) are 3.97% more likely 

                                                
13 Studies such as Cole et al. (2004) examine the role of cash holdings in small businesses lending. Although credit balance is close to 
cash holdings, other studies use cash-to-asset ratio as the proxy for liquidity whereas our variable represents a buffer that banks can use 
in the event of default. 
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to be rejected, a result that is at odds with Zhao and Jones-Evans (2017) who focus on the 2011-2014 

period and find older (i.e. experienced) owners/leaders have an advantage in loan applications. 

Applying to the main bank is found to be 5.82% less likely to experience overdraft rejections, 

showing the advantage of a long-term relationship in reducing information asymmetries for overdraft 

applicants, but not for loan applicants. This is possibly because relative to loans, overdrafts generally 

have shorter duration and smaller volumes and banks have more monitoring power on overdrafts as 

they can call back money at any time. The implicaton is that banks will be more cautious when 

assessing loan applications and tend to focus more on SMEs’ ability to pay off the debt.  

On firm characteristics, similar determinants on bank debt rejection can be found for overdrafts 

and loans. Bigger (with either more employees or higher annual turnovers) and older SMEs are less 

likely to be rejected, revealing an expected negative effect of size and business age, consistent with 

the findings of Armstrong et al. (2013). The size effect appears to be stronger in loan applications 

whereas an age effect seems more relevant for overdrafts. Profitable SMEs are 5.21% (10.73%) less 

likely to experience rejections in the case of short-term (long-term) finance whereas innovative SMEs 

are more likely to be rejected (2.30% for overdrafts and 4.28% for loans), as e.g. in Lee et al. (2015). 

One possible explanation is that innovation ‘is essentially a speculative process’ (Freel, 2007) and 

banks are unwilling to bear the accompanying uncertainty. External credit risk rating also plays an 

important role in determining debt rejection. Relative to SMEs with minimal risk, firms with any 

higher levels of risk rating are more likely to face rejections. The riskier the SME is, the less likely its 

application will be approved, in line with the findings of Fraser (2012) and Armstrong et al. (2013). 

However, for overdraft applications, SMEs with formal written business plans are 1.17% more likely 
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to be rejected, possibly because their proposals are either not sufficiently robust or too ambitious, in 

which case equity-based finance might be a better choice (Lee and Brown, 2017). 

Concerning process- related factors, SMEs using business accounts seem to be associated with 

considerable better access to overdrafts, maybe because banks can monitor these firms’ behavior more 

closely. Surprisingly and somewhat counterintuitively, seeking advice is found to have a positive effect 

on overdraft rejection, inconsistent with the findings of Rostamkalaei and Freel (2017) that advice is 

helpful to improve the bank debt availability. One possible explanation is that SMEs seeking advice 

before overdraft applications are risky firms which expect to fail or to encounter difficulties during the 

application process. Therefore, advice seekers are more likely to be rejected (Lee and Drever, 2014). 

Besides, in the UK SMEs managers are increasingly citing a lack for appropriate advice as well as 

weak support from banks as a motive not to apply for traditional loans (Close Brothers, 2016). Finally, 

larger applications tend to be more likely to be approved, possibly relevant to the higher monitoring 

costs and thus lower profit margins brought by the smaller amounts (Freel et al., 2012). 

 

5.2 Lending conditions for SMEs with international trades 

 Although bank debt rejection rates do not differ across SMEs with and without international trades 

(coefficients for export and import are insignificant and thus not reported in Table 5), the depreciation 

of the GBP pound sterling since the Brexit referendum might lead to tight conditions for SMEs with 

international trades. To test our second hypothesis H2, we re-run regressions for export and import 

SMEs respectively and report the statistical significant results in Panel A in Table 6. 
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<Insert Table 6 around here> 

 

The table shows that both in the case of loans but particularly for overdrafts, import-oriented SMEs 

benefit from a lower probability of being rejected after 2014. The situation is different for export firms 

as our empirical results are either not statistically significant (and therefore not reported) or very low. 

However, we do not find strong evidence that SMEs with international trades suffered tighter credit 

conditions around Brexit except export firms experienced a 3.62% lower probability of overdraft 

rejection in 2015, relative to 2016 and 2017.  

Given the changes in the trading outlook in the EU, the uncertainty might exert asymmetric effects 

for industries with a high vs low share of EU trade. Based on the trade data in 2016 and 2017 (Table 

A2 in the Appendix), we identify the high EU-traded industries14, for example: ‘agriculture, hunting 

and forestry fishing’, ‘and ‘wholesale/retail’ for exports and ‘construction’; and ‘health and social 

work’ for imports. Then we re-run our models for export and import SMEs in their corresponding high 

EU-traded industries. The significant results are reported in Panel B of Table 6. 

For export firms in high EU-traded industries, applications in 2015 are 4.15% and 10.26% less 

likely to be rejected relative to those in 2016 and 2017. Similar evidence is also found for import firms 

in high EU-traded industries when they apply for loans. Therefore, we do not reject our second 

                                                
14 Initially we identify industries which trade more with EU than non-EU regions (i.e. the share of EU trade higher than 
50%) as high EU-traded industries. Unfortunately, estimation issues occur when we run loan rejection regressions for 
export SMEs in high EU-traded industries, possibly because the sample size is too small to run regressions with so many 
independent variables. Therefore, we decide to identify industries with above-average share of EU trade as high EU-traded 
industries. 
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hypothesis that export and import SMEs operating in industries with a high share of EU trade, 

experienced tighter lending conditions during and immediately after the Brexit referendum. 

 

5.3 How much do SMEs size and age matter? 

Our evidence presented above adds to the extant literature by providing additional support that in 

the UK market, size and age do matter when it comes to applying for traditional bank debt, as smaller 

and younger SMEs are more likely to be rejected for both overdrafts and loans. Given the costs of not 

channeling funds to small young firms and start ups for the economy, we carried out an additional test 

to check the extent to which size and age matter by testing our third hypothesis (H3) using different 

subsamples.  

First, we focus on size and split the full sample into three clusters using the number of employees 

and the annual turnover. Following the European Commission15, we define firms with 0-9 employees 

and less than £2 million annual turnovers as ‘micro’; firms with 10-49 employees and £2-10 million 

annual turnovers as ‘small’; and firms with 50-249 employees and £10-25 million annual turnovers as 

‘medium-sized’. We re-run the regressions in each sub-sample, and report the significant results after 

variable selection in Table 7.  

The table reveals significant results only for micro firms. In all other cases, lending conditions for 

both overdrafts and loans do not change at all since all coefficients for application date are insignificant. 

                                                
15 For number of employees, limits in EC definition are 10 (between micro and small firms) and 50 (between small and 
medium-sized firms). Our data can match the limit perfectly. For annual turnovers, limits in EC definition is €2 million, 
approx. £1.7 million (between micro and small firms) and €10 million, approx. £8 million (between small and medium-
sized firms). The most similar band in our data is £1-1.9 million and £5-£9.9 million. Therefore, we define micro, small 
and medium-sized firms in the way described above. Where there are missing values in annual turnover (see Table 4), the 
definition is made only according to the number of employees. 
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Relative to 2012 and 2013, micro firms’ applications after 2014 are less likely to be rejected for both 

overdrafts and loans. However, since the coefficients of applications in 2015 and 2016 are not 

statistically different, the lending conditions around Brexit do not change for micro firms as well . 

 

<Insert Table 7 around here> 

 

Further, we follow Criscuolo et al. (2014) and Ayyagari et al. (2011), and split the sample into 

start-ups (firms aged less than 2 years), ‘young’ (firms aged between 2-5 years) and ‘mature firms’ 

(more than 5 years). Start-ups are widely recognized as drivers of job creation and also play a crucial 

role in intensifying competition and driving innovation and opportunities, therefore whether start-ups 

are credit rationed is a key concern for the economy. Since mature firms account for more than 80% 

of the full sample, we further split them into two subsamples: ‘firms aged 6-9 years’ and ‘firms aged 

more than 10 years’. We re-run the regressions in each sub-sample, with the significant results reported 

in Table 8. 

 

<Insert Table 8 around here> 

 

Since start-ups’ overdraft (loan) applications after 2014 (2013) are 29% (18%) less likely to be 

rejected relative to those in previous year, start-ups appear to benefit from significantly improved 

conditions, with substantial stronger marginal effects relative to other firms. Looking at the periods 

before and after Brexit, only firms aged 6-9 years experienced tighter loan conditions while no changes 
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are observed for other firms in both overdraft and loan markets. Another noticeable finding is that 

changes in the loan market are remarkably different for firms aged 6-9 years over the years under 

investigation, but the differences disappear for more mature firms.  

 

6. Robustness checks 

In this section, we perform several robustness checks, with the results reported in Table A3 in the 

Appendix. First, as discussed in Section 4, data for applications in 2010 and 2017 are not complete. 

To check whether this has any influence on our results, we exclude applications in 2010 and 2017 and 

then re-run our models. The significant coefficients for application date are shown in Panel A and 

results are broadly confirmed.  

 We also test whether our results are robust to different types of rationing. The definition of our 

dependent variable (see Table 3) includes both types of rationing. To look at them separately, we create 

another ordinal dependent variable, which equals 0 when the application was approved (not rationed), 

1 when it received less credit than it requested (type 1 rationing) and 2 when the applicant was turned 

down (type 2 rationing). An ordered logit model is employed to perform regressions, with the 

independent variables staying the same as those listed in Table 3. The results reported in Panel B are 

very similar, showing the robustness of our results to the definition of bank debt rejection. Besides, 

the cut-off points between type 1 and type 2 rationing are insignificant for both overdrafts and loans, 

suggesting no need for separation.  

 One limitation from the cross sectional nature of our survey data is the simultaneity, i.e. the 

rejections or approvals of bank debt applications may cause changes in values of independent variables 
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within the periods in questions. The majority of our independent variables describe a range, rather than 

a single value. In this sense, the impact of simultaneity is relatively small. To test this concern 

empirically, we carry out two additional analysis. First, among the independent variables, we select 

variables with no simultaneity bias, which will not been influenced by the application outcome. These 

variables include application date, gender, legal status, owner age, main bank, business age, industry 

sector, seeking advice and amount applied. The results reported in Panel C are similar, except that the 

coefficient of applications in 2013 becomes insignificant in overdrafts. Next, given that the surveys 

were conducted quarterly, we construct a sub-sample using firms which were surveyed in the same 

quarter as their applications and re-run regressions. As reported in Panel D, the sample size decreases 

dramatically to 1842 for overdrafts and 887 for loans. However, overall our findings remain robust. 

 

7. Conclusions 

This paper explores the determinants of bank loan and overdraft rejections for UK SMEs over 

2010-17. Various factors have affected banks’ ability to lend to opaque and risky small businesses: 

from the financial crisis and the recession that followed, to the stricter and more onerous bank 

regulatory framework and the uncertainty around the Brexit referendum result. Recent years have seen 

renewed efforts from the government and policy-makers both at the national and international level to 

ensure an adequate flow of credit and increased lending to SMEs. These include for example, national 

government initiatives, such as in the UK the British Business Bank, as well as measures to encourage 

banks to lend to small business, like the introduction in 2014 of a short-term corrective measure 

(known as SME SF or Supporting Factor) to counterbalance the rise in banks’ capital requirement 
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resulting from the cyclical component of Basel III. Despite these efforts, the SMEs’ demand for bank 

financing is decreasing and this seems a trend that will continue in the future as banks are unable to 

satisfy their financial needs to survive, grow and invest (European Economy, 2015).  

A plethora of theoretical and empirical studies have been conducted that explore credit rationing 

and analyse the factors determining credit availability; however, limited research is devoted to 

studying bank lending conditions for SMEs post global financial crisis and during the recession that 

ensued. As far as we are aware, no study covers a relatively long time period after 2010 and 

incorporates the years before, during and in the immediate aftermath of the Brexit referendum, which 

brought further uncertainty and risk to the credit market.  

 Using the UK SMEs Finance Monitor data over 2010-2017, we examine the changes in bank 

financing and focus on the determinants of bank debt rejections for a sample of UK SMEs. We use 

logistic regression models and apply multiple imputations to cope with missing values and the 

backward stepwise selection approach based on Rubin’s Rule to select significant variables in multiply 

imputed datasets (Wood et al., 2008). In the early 2010s, overdrafts and term loans show slightly 

different trends although the factors affecting rejections are similar. Our evidence suggests that 

rejection rates first reduced for both facilities since 2014 and then stayed unchanged in the run-up to 

the Brexit referendum and its immediate aftermath. Export and import firms operating in industries 

with a high share of EU trade are found to experience tighter conditions around Brexit. We present 

fresh evidence that partnerships and firms’ female owners and higher initial credit balance are more 

likely to be approved; while younger, smaller and more innovative SMEs with lower application 

amount are more likely to be rejected. Finally, start-ups (<2 years) and micro firms (less than 10 
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employees and turnover <£2m), appear to experience significantly improved lending conditions after 

2014, where the changes are more pronounced compared with other firms.  

From a practical perspective, our analysis on the changes in bank lending conditions provides 

useful insights to the authorities about the current situation in the bank credit market in relation to UK 

SMEs. Our finding that micro firms may have benefited particularly is a positive development overall 

but there seems some concern about bigger SMEs that may be in vital need of financing (Cowling et 

al., 2016). We would also recommend paying a particular attention and considering the case of export 

and import SMEs as they will need to find less barriers to access to bank finance during the 

depreciation period of sterling brought by the recent Brexit developments, especially those which have 

uncertain trading outlook in the EU. 

The findings on the determinants of bank debt rejection could also be helpful for UK SMEs as a 

self-assessment. If SMEs are highly likely to face bank debt rejections, it might be useful considering 

alternative non-bank financing sources. Indeed, and as mentioned earlier, the market has started 

recently to compensate to some degree with the growth of various alternative channels to bank credit, 

from the longer established forms like leasing and hire purchase, to the most modern types of funding 

via peer-to-peer lending and crowdfunding, as well as challenger banks. Yet, although booming, at 

present alternative finance’s ability to fill the SMEs funding gap is still in its early stages in Europe 

where 80 per cent of financing to the real economy is directly provided by banks (compared to just 20 

per cent in the US). This study has shown that the typical owner is usually lacking financial knowledge 

and this is likely to be an important part of the problem. Additional government programmes to fill 

these gaps would be desirable. These could also include targeted programmes for encouraging female 
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ownership of small businesses: as our results suggest that SMEs led by women have significantly 

lower rejection rates compared to their male counterparts. Equally, more structural use of the SME SF 

recommended by the European Commission to support lending expansion would be desirable. 

However, there is no evidence to assess whether government programmes have been successful in 

providing additional stimulus for lending to UK SMEs. As our analysis does not provide a causal 

evidence between government schemes and bank credit availability for UK SMEs, future research 

should show the effectiveness of these government programmes.  
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Table 1 

Reasons for bank debt applications 

 

 

Panel A – Reasons for overdrafts applications (N=10673) 

 

% 

Working capital/Cash flow 81.30 

As a safety net 39.24 

To cover a short-term funding gap 26.02 

To fund growth of the business in the UK 15.42 

Purchase of equipment/machinery 11.72 

To fund growth of the business overseas 1.99 

  

 

Panel B – Reasons for loans applications (N=5864) 

 

% 

To fund growth of the business in the UK 28.89 

Purchase of premises 26.67 

Purchase of equipment/machinery 25.70 

To develop new products/services 13.73 

To replace other funding 12.33 

Purchase of motor vehicles 12.02 

Working capital/Cash flow 6.38 

To take over another business 2.81 

To fund growth of the business overseas 2.46 

 

Notes: Percentages are calculated out of SMEs which applied for overdrafts/loans during the period 2010-2017. 

Figures do not add up to 100% because respondents can choose more than one answer. 
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Table 2 

Business overdrafts and term loans applications and rejections by sub-periods 

 

 

Notes: Applications in 2010 and 2017 are underestimated due to the way the survey question is formulated (see 

details in Section 4). Reported data include SMEs which applied for overdrafts/loans over 2010-2017. 

 

 
 
  

Application 

dates 

 

# of  

Overdrafts 

# of  

loans 

Loans/ 

overdrafts 

% changes  

overdrafts 

% changes  

loans 

Overdrafts    

Rejections  

(%) 

Loans 

Rejections  

(%) 

2010 608 350 58% - - 18.91 24.29 

2011 2227 1103 50% 266% 215% 19.04 27.92 

2012 1888 923 49% -15% -16% 22.67 29.79 

2013 1565 781 50% -17% -15% 20.77 29.58 

2014 1348 745 55% -14% -5% 12.09 20.54 

2015 1087 611 56% -19% -18% 9.02 16.20 

2016 713 367 51% -34% -40% 9.82 18.80 

2017 523 247 47% -27% -33% 8.03 15.38 
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Table 3 

List of variables and their definitions 

 

Variable Description 

Dependent variable 

Bank debt rejection A dummy variable which equals 1 if the bank debt application was rejected (refused outright 

or received less credit than it requested) and 0 otherwise. 

Independent variables 

Application date Dummy variables indicating the exact year when the firm applied for the bank debt: 

‘applications in 2010’, ‘applications in 2011’, ‘applications in 2012’, ‘applications in 2013’, 

‘applications in 2014’, ‘applications in 2015’, ‘applications in 2016’ and ‘applications in 

2017’. 

Credit balance Dummy variables indicating the amount that the firm usually holds in current and deposit 

accounts: ‘no credit balance’, ‘<£5,000’, ‘£5,000-9,999’, ‘£10,000-49,999’, ‘£50,000-

99,999’, ‘£100,000-499,999’, ‘£500,000-999,999’ and ‘>£1m’. 

Owner/Manager characteristics 
Gender Dummy variables indicating the gender of the owner/manager: ‘male’, ‘female’ and ‘both 

(joint partners)’. 

Legal status Dummy variables indicating the legal status of the firm: ‘sole proprietorship’, ‘partnership’, 

‘limited liability partnership’ and ‘limited liability company’. 

Owner Age Dummy variables indicating the age of the owner/manager: ‘18-30 years’, ‘31-50 years’ and 

‘>50 years’. 

Financial knowledge A dummy variable which equals 1 if the person in charge of financial management within 

the firm has a finance qualification or has undertaken some financial trainings and 0 

otherwise. 

Bank relationship and/or products 

Multiple suppliers A dummy variable which equals 1 if the firm approached more than one bank/financial 

institution when the firm did its most business and 0 otherwise. 

Main bank A dummy variable which equals 1 if the firm applied to its main bank and 0 otherwise. 

Use of credit card A dummy variable which equals 1 if the firm uses credit card currently and 0 otherwise 

Firm characteristics 
Number of employees Dummy variables indicating the number of people working in the firm: ‘0-9’, ‘10-49’ and 

‘50-249’.  

Annual turnover Dummy variables indicating the annual turnover of the firm: ‘<£50,000’, ‘£50,000-99,999’, 

‘£100,000-499,999’, ‘£500,000-999,999’, ‘£1m-4.9m’ and ‘>£5m’. 

Business age Dummy variables indicating the number of years since the firm was established: ‘<2 years’, 

‘2-5 years’, ‘6-9 years’, ‘10-15 years’ and ‘>15 years’. 
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Standard region Dummy variables indicating the location of the firm in the UK: ‘London’, ‘East Anglia’, 

‘East Midlands’, ‘North West’, ‘North/ North East’, ‘Northern Ireland’, ‘Scotland’, ‘South 

East’, ‘South West’, ‘Wales’, ‘West Midlands’ and ‘Yorkshire/ Humberside’. 

Industry sector Dummy variables indicating the principal activity of the firm: ‘construction’, ‘agriculture, 

hunting and forestry fishing’, ‘health and social work’, ‘hotels and restaurants’, 

‘manufacturing’, ‘real estate, renting and business activities’, ‘transport, storage and 

communication’, ‘wholesale/retail’ and ‘other community, social and personal service’ 

Profitability Dummy variables indicating whether the firm made a net profit or loss: ‘loss’, ‘broken even’ 

and ‘profit’. 

Business plan A dummy variable which equals 1 if the firm has a formal written business plan and 0 

otherwise. 

Export A dummy variable which equals 1 if the firm sells goods or services abroad and 0 otherwise. 

Import A dummy variable which equals 1 if the firm buys goods or services from abroad and 0 

otherwise. 

Management account A dummy variable which equals 1 if the firm produces regular monthly or quarterly 

management accounts and 0 otherwise. 

Improvement A dummy variable which equals 1 if the firm has significantly improved an aspect of the 

firm in the past 3 years and 0 otherwise. 

Innovation A dummy variable which equals 1 if the firm has developed a new product or service in the 

past 3 years and 0 otherwise. 

D&B risk rating Dummy variables indicating the external credit risk rating from Dun & Bradstreet (D&B) of 

the firm: ‘minimal’, ‘low’, ‘average’, ‘above average’and ‘undetermined’a. 

Application process-related 

Seeking advice  A dummy variable which equals 1 if the firm sought external advice before applying for the 

bank debt and 0 otherwise. 

Business account A dummy variable which equals 1 if the main current account used for the business is a 

business account and 0 otherwise. 

Amount applied Dummy variables indicating the amount of bank debt that the firm initially applied for: 

‘<£5,000’, ‘£5,000-9,999’, ‘£10,000-49,999’, ‘£50,000-99,999’, ‘£100,000-499,999’, 

‘£500,000-999,999’ and ‘>£1m’. 

 
a: ‘Undetermined’ means the information available to D&B is not enough to allow D&B to assign a risk rating level to 

the firm.
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Table 4 
Descriptive statistics and difference in means: business overdrafts and loans 

 Business overdrafts Term loans 

 

Variables 

All 

(N=10673) 

Rejected  

(N=1738) 

Approved  

(N=8935) 

Difference 

(a-b) 

 

t-statistic 

All  

(N=5864) 

Rejected  

(N=1386) 

Approved  

(N=4478) 

Difference 

(a-b) 

 

t-statistic 

Mean  Mean (a) Mean (b) Mean  Mean (a) Mean (b) 

Application dateb   Applications in 2010 0.0611 0.0691 0.0594 0.0096 1.4293 0.0683 0.0676 0.0685 -0.0009 -0.1134 

   Applications in 2011 0.2236 0.2547 0.2174 0.0373 3.2126*** 0.2151 0.2448 0.2055 0.0394 2.8603*** 

   Applications in 2012 0.1896 0.2571 0.1760 0.0810 7.0455*** 0.1800 0.2186 0.1675 0.0511 3.8982*** 

   Applications in 2013 0.1571 0.1952 0.1495 0.0457 4.3615*** 0.1523 0.1836 0.1422 0.0415 3.3771*** 

   Applications in 2014 0.1353 0.0979 0.1429 -0.0450 -5.4606*** 0.1453 0.1216 0.1530 -0.0314 -2.8836*** 

   Applications in 2015 0.1091 0.0589 0.1192 -0.0604 -8.9076*** 0.1192 0.0787 0.1323 -0.0536 -5.7385*** 

   Applications in 2016  0.0716 0.0420 0.0775 -0.0355 -6.1932*** 0.0716 0.0548 0.0770 -0.0222 -2.8717*** 

   Applications in 2017  0.0525 0.0252 0.0580 -0.0328 -7.0894*** 0.0482 0.0302 0.0540 -0.0238 -3.9406*** 

Credit balancec   No credit balance 0.0663 0.0563 0.0684 -0.0121 -1.8170* 0.0672 0.0568 0.0707 -0.0139 -1.7326* 

   <£5,000 0.3404 0.5291 0.3009 0.2283 16.2852*** 0.3147 0.4568 0.2670 0.1898 11.6341*** 

   £5,000-9,999 0.1438 0.1601 0.1404 0.0197 1.9008* 0.1435 0.1712 0.1342 0.0370 2.9868*** 

   £10,000-49,999 0.2151 0.1654 0.2255 -0.0600 -5.5501*** 0.2094 0.1822 0.2185 -0.0363 -2.7448*** 

   £50,000-99,999 0.0815 0.0355 0.0911 -0.0556 -9.4569*** 0.0846 0.0551 0.0946 -0.0395 -4.7710*** 

   £100,000-499,999 0.0899 0.0415 0.1001 -0.0585 -9.3366*** 0.1043 0.0542 0.1211 -0.0668 -7.7792*** 

   £500,000-999,999 0.0367 0.0067 0.0430 -0.0363 -11.3570*** 0.0420 0.0144 0.0513 -0.0369 -7.2446*** 

   >£1m 0.0263 0.0054 0.0307 -0.0253 -9.1043 0.0343 0.0093 0.0427 -0.0334 -7.5683*** 

Owner/Manager characteristics Gender           

   Male 0.7941 0.8061 0.7917 0.0144 1.3810 0.7911 0.7944 0.7901 0.0043 0.3444 

   Female 0.1714 0.1755 0.1706 0.0049 0.4945 0.1772 0.1833 0.1753 0.0080 0.6719 

   Both (joint partners)   0.0346 0.0184 0.0377 -0.0193 -5.0755*** 0.0317 0.0224 0.0346 -0.0122 -2.5398** 

 Owner Agea           
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   18-30 years 0.0245 0.0558 0.0184 0.0374 6.5086*** 0.0272 0.0501 0.0201 0.0300 4.7695*** 

   31-50 years 0.4335 0.5112 0.4183 0.0928 7.0252*** 0.4598 0.5596 0.4285 0.1311 8.4988*** 

   >50 years 0.5420 0.4331 0.5633 -0.1302 -9.9176*** 0.5130 0.3903 0.5514 -0.1612 -10.5700*** 

 Financial knowledgea 0.4286 0.3600 0.4420 -0.0820 -6.4244*** 0.4462 0.3808 0.4666 -0.0858 -5.6584*** 

 Legal status           

   Sole proprietorship 0.1833 0.3015 0.1603 0.1412 12.0970*** 0.1806 0.2973 0.1445 0.1528 11.4370*** 

   Partnership 0.1394 0.0938 0.1483 -0.0545 -6.8636*** 0.1497 0.0974 0.1659 -0.0685 -7.0527*** 

   Limited Liability Partnership 0.0502 0.0357 0.0530 -0.0174 -3.4460*** 0.0554 0.0469 0.0581 -0.0112 -1.6738* 

   Limited Liability Company 0.6271 0.5690 0.6384 -0.0693 -5.3656*** 0.6143 0.5584 0.6315 -0.0731 -4.8193*** 

Bank relationship and/or 

products 

Multiple suppliers 0.0409 0.0397 0.0412 -0.0015 -0.2893 0.0583 0.0584 0.0583 0.0002 0.0217 

Main bank 0.9813 0.9724 0.9830 -0.0106 -2.5476** 0.8852 0.8723 0.8892 -0.0169 -1.6740* 

 Use of credit carda 0.4482 0.3700 0.4634 -0.0934 -7.3401*** 0.4192 0.3636 0.4364 -0.0727 -4.8804*** 

Firm characteristics Number of employees           

   0-9 0.4442 0.6318 0.4077 0.2240 17.6590*** 0.4205 0.6140 0.2826 0.2533 16.9790*** 

   10-49 0.3909 0.2975 0.4091 -0.1116 -9.1928*** 0.3883 0.3131 0.4116 -0.0984 -6.8027*** 

   50-249 0.1649 0.0708 0.1832 -0.1124 -15.2160*** 0.1912 0.0729 0.2278 -0.1549 -16.5070*** 

 Annual turnoverb           

   <£50,000 0.1181 0.2529 0.0917 0.1612 14.4610*** 0.1198 0.2405 0.0819 0.1586 12.6350*** 

   £50,000-99,999 0.1054 0.1428 0.0981 0.0447 4.8582*** 0.0964 0.1260 0.0871 0.0388 3.8214*** 

   £100,000-499,999 0.2379 0.2680 0.2320 0.0360 3.0400*** 0.2316 0.2863 0.2144 0.0719 5.1293*** 

   £500,000-999,999 0.1422 0.1307 0.1445 -0.0138 -1.5160*** 0.1353 0.1321 0.1363 -0.0043 -0.3977 

   £1m-4.9m 0.2892 0.1585 0.3148 -0.1563 -15.1570*** 0.2995 0.1740 0.3389 -0.1649 -12.8910*** 

   >£5m 0.1071 0.0472 0.1189 -0.0717 -11.3830*** 0.1174 0.0412 0.1414 -0.1002 -13.0030*** 

 Business age           

   <2 years 0.0638 0.1893 0.0394 0.1499 15.5790*** 0.0769 0.1746 0.0467 0.1279 11.9820*** 

   2-5 years 0.1039 0.2186 0.0816 0.1371 13.2660*** 0.1129 0.2092 0.0831 0.1262 10.7990*** 

   6-9 years 0.1147 0.1381 0.1101 0.0280 3.1361*** 0.1240 0.1551 0.1143 0.0408 3.7667*** 

   10-15 years 0.1651 0.1329 0.1713 -0.0384 -4.2385*** 0.1572 0.1436 0.1615 -0.0179 -1.6387 



44 
 

   >15 years 0.5525 0.3211 0.5975 -0.2765 -22.3950*** 0.5290 0.3175 0.5945 -0.2770 -13.1020*** 

 Profitabilitya           

   Loss 0.1342 0.2381 0.1143 0.1238 11.1760*** 0.1296 0.2248 0.1004 0.1243 10.0010*** 

   Broken even 0.0675 0.1074 0.0599 0.0476 5.8958*** 0.0684 0.0895 0.0620 0.0275 3.1544*** 

   Profit 0.7983 0.6545 0.8258 -0.1714 -13.7660*** 0.8019 0.6858 0.8376 -0.1518 -10.8220*** 

 Business plan 0.5378 0.5460 0.5362 0.0098 0.7523 0.5781 0.5714 0.5802 -0.0087 -0.5748 

 Export 0.1657 0.1387 0.1710 -0.0323 -3.5163*** 0.1620 0.1335 0.1708 -0.0374 -3.4813*** 

 Import 0.1906 0.1542 0.1976 -0.0434 -4.5095*** 0.1949 0.1501 0.2088 -0.0587 -5.1707*** 

 Management account 0.7070 0.6484 0.7184 -0.0700 -5.6400*** 0.7091 0.6364 0.7316 -0.0952 -6.5556*** 

 Improvement 0.5538 0.5587 0.5529 0.0058 0.4458 0.5694 0.5628 0.5715 -0.0087 -0.5701 

 Innovation 0.2570 0.2842 0.2517 0.0325 2.7669*** 0.2739 0.2908 0.2686 0.0221 1.5930 

 D&B risk rating           

   Minimal 0.1558 0.0558 0.1753 -0.1195 -17.5144*** 0.1574 0.0671 0.1854 -0.1183 -13.3107*** 

   Low 0.2732 0.1743 0.2924 -0.1181 -11.4699*** 0.2766 0.1696 0.3097 -0.1402 -11.4682*** 

   Average 0.2636 0.2342 0.2693 -0.0351 -3.1361*** 0.2602 0.2799 0.2541 0.0258 1.8831* 

   Above Average 0.2340 0.4212 0.1976 0.2235 17.7770*** 0.2282 0.3759 0.1824 0.1935 13.5878*** 

   Undetermined 0.0734 0.1145 0.0654 0.0491 6.0851*** 0.0776 0.1075 0.0683 0.0392 4.2866*** 

Application process -related Seeking advicea 0.1180 0.1697 0.1079 0.0617 6.3881*** 0.2461 0.2319 0.2505 -0.0186 -1.4041 

 Business accounta 0.9761 0.9476 0.9816 -0.0340 -6.1466*** 0.9710 0.9465 0.9785 -0.0321 -4.9856*** 

 Amount appliedc           

   <£5,000 0.1505 0.3202 0.1150 0.2052 16.8940*** 0.0630 0.1164 0.0450 0.0714 7.4044*** 

   £5,000-9,999 0.1057 0.1493 0.0965 0.0527 5.5710*** 0.0893 0.1489 0.0692 0.0796 7.3425*** 

   £10,000-49,999 0.3519 0.3091 0.3609 -0.0518 -4.0749*** 0.2830 0.3682 0.2543 0.1138 7.4288*** 

   £50,000-99,999 0.1293 0.0888 0.1377 -0.0489 -6.0491*** 0.1212 0.0879 0.1324 -0.0445 -4.5841*** 

   £100,000-499,999 0.1940 0.1073 0.2122 -0.1048 -11.6690*** 0.2744 0.1900 0.3028 -0.1128 -8.4480*** 

   £500,000-999,999 0.0397 0.0191 0.0440 -0.0249 -6.0343*** 0.0715 0.0412 0.0818 -0.0406 -5.6677*** 

   >£1m 0.0289 0.0062 0.0337 -0.0275 -9.7371*** 0.0976 0.0475 0.1145 -0.0670 -8.4512*** 
Notes: The sample size is not identical due to the existence of missing values in some specific variables.  
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a: The sample includes less than 5% missing values. b: The sample includes 5%-10% missing values. c: The sample includes more than 10% missing values. *, **, *** indicate that the differences 
in means between rejected firms and approved firms are significant at 10%, 5% and 1% level, respectively. 
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Table 5   

Bank debt rejection: logistic model 
 

  Model (1) Model (2) 

  Overdrafts Loans Overdrafts Loans 

Application date Applications in 2011     

      

 Applications in 2012 0.0283**  0.0157*  

  (0.0110)  (0.0090)  

 Applications in 2013   0.0164*  

    (0.0097)  

 Applications in 2014 -0.0724*** -0.0783*** -0.0343*** -0.0388*** 

  (0.0104) (0.0156) (0.0096) (0.0149) 

 Applications in 2015 -0.1007*** -0.1149*** -0.0576*** -0.0625*** 

  (0.0103) (0.0160) (0.0109) (0.0164) 

 Applications in 2016 -0.0917*** -0.0991*** -0.0399*** -0.0499** 

  (0.0124) (0.0200) (0.0119) (0.0196) 

 Applications in 2017 -0.1172*** -0.1253*** -0.0592*** -0.0576** 

  (0.0123) (0.0222) (0.0129) (0.0232) 

Credit balance      £5,000-9,999   -0.0221** -0.0292* 

    (0.0086) (0.0156) 

 £10,000-49,999   -0.0340*** -0.0506*** 

    (0.0090) (0.0144) 

 £50,000-99,999   -0.0514*** -0.0432** 

    (0.0124) (0.0217) 

     £100,000-499,999   -0.0476*** -0.0489** 

    (0.0125) (0.0220) 

 £500,000-999,999   -0.0782*** -0.0707** 

    (0.0169) (0.0313) 

  >£1m   -0.0577** -0.0931*** 

    (0.0225) (0.0339) 

Owner/Manager 
characteristics 

Gender     

Female   -0.0222*** -0.0329** 

    (0.0074) (0.0129) 

 Both (joint partners)     -0.0462***  

    (0.0154)  

 Legal status      

 Partnership   -0.0217** -0.0614*** 

    (0.0096) (0.0151) 

 Owner age     
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     31-50 years    0.0397*** 

     (0.0128) 

Bank relationship 
and/or products 

Main bank   -0.0582**  

   (0.0278)  

Firm characteristics Number of employees      

 10-49    -0.0307** 

     (0.0143) 

 50-249   -0.0301*** -0.0808*** 

    (0.0103) (0.0210) 

 Annual turnover     

     £50,000-99,999   -0.0177*  

    (0.0102)  

     £1m-4.9m   -0.0257*** -0.0616*** 

    (0.0097) (0.0184) 

     >£5m    -0.1093*** 

     (0.0271) 

 Business age      

 2-5 years   -0.0654***  

    (0.0226)  

 6-9 years   -0.1519*** -0.0845*** 

    (0.0250) (0.0239) 

 10-15 years   -0.1804*** -0.1319*** 

    (0.0265) (0.0240) 

 >15 years   -0.1939*** -0.1642*** 

    (0.0269) (0.0234) 

 Profitability      

 Broken even    -0.0778*** 

     (0.0285) 

 Profit   -0.0521*** -0.1073*** 

    (0.0104) (0.0210) 

 Business plan   0.0117*  

    (0.0063)  

 Innovation   0.0230*** 0.0428*** 

    (0.0081) (0.0142) 

 D & B risk rating     

 Low   0.0400***  

    (0.0112)  

 Average   0.0374*** 0.0638*** 

    (0.0107) (0.0166) 

 Above Average   0.0845*** 0.0923*** 

    (0.0144) (0.0185) 

 Undetermined   0.0850*** 0.0778*** 
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    (0.0181) (0.0257) 

Application process-
related 

Seeking advice   0.0775***  

   (0.0146)  

 Business account   -0.0327*  

    (0.0202)  

 Amount applied      

 £5,000-9,999   -0.0317** -0.0481* 

    (0.0145) (0.0288) 

 £10,000-49,999   -0.0618*** -0.0542** 

    (0.0143) (0.0256) 

 £50,000-99,999   -0.0580*** -0.0996*** 

    (0.0176) (0.0288) 

 £100,000-499,999   -0.0627*** -0.0773*** 

    (0.0179) (0.0277) 

 £500,000-999,999   -0.0743*** -0.0715** 

    (0.0244) (0.0356) 

 >£1m   -0.1257*** -0.0740** 

    (0.0262) (0.0351) 

Standard region No No Yes Yes 

Industry sector No No Yes Yes 

No. of observations 10673 5864 10673 5864 

Wald test statistics a 36.81*** 19.20*** 23.65*** 20.70***  

Wald test statistics (2015=2016) b 0.42 0.46 2.60 0.34 

Wald test statistics (2015=2016=2017) c 0.06 0.01 0.31 0.09 

McFadden’s pseudo R2 0.0225 0.0132 0.1685 0.1585 

Notes: The table only reports the estimated marginal effects of significant coefficients after variable selection. 
Pooled standard errors are in parentheses. The dependent variable is whether an overdraft or a loan application is 
rejected or not. Model 1 only includes the variable application dates. Model 2 adds other explanatory variables as 
listed in Table 3. We use a multiple imputation to treat missing values.  
a: The null hypothesis of the Wald test is that all coefficients, excluding the constant term, are equal to zero 
simultaneously. b: The null hypothesis of the Wald test is that the coefficient of ‘applications in 2015’ equals the 
coefficient of ‘applications in 2016’. C: The null hypothesis of the Wald test is that the coefficients of ‘applications 
in 2015’, ‘applications in 2016’ and ‘applications in 2017’ are same. *, **, *** indicate significance at 10%, 5% 
and 1% level, respectively.
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Table 6 

Bank debt rejection of firms with international trade: logistic model 

Panel A Export and import SMEs 

 Overdrafts Loans 

Application date Export Import Export Import 

2011     

     

2012     

     

2013     

     

2014 -0.0316** -0.0487***   

 (0.0149) (0.0160)   

2015 -0.0361** -0.0589***  -0.0656** 

 (0.0165) (0.0175)  (0.0283) 

2016  -0.0489**  -0.0724** 

  (0.0199)  (0.0333) 

2017  -0.0611***   

  (0.0205)   

Control variables Yes Yes Yes Yes 

No. of obs 1769 2034 950 1143 

Wald test statistics 8.47*** 8.78*** 7.41*** 8.24*** 

McFadden’s pseudo R2 0.1443 0.1657 0.1668 0.1738 

     

Panel B Export and import SMEs in industries with a high share of EU trade 

 Overdrafts Loans 

Application date Export Import Export Import 

2011      

     

2012     
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2013     

     

2014 -0.0354** -0.0481***   

 (0.0154) (0.0177)   

2015 -0.0411** -0.0529*** -0.1006* -0.0856** 

 (0.0162) (0.0194) (0.0518) (0.0400) 

2016  -0.0546**   

  (0.0223)   

2017  -0.0763***   

  (0.0244)   

Control variables Yes Yes Yes Yes 

No. of obs 539 1377 306 753 

Wald test statistics 4.30*** 6.17*** 3.42*** 4.70*** 

McFadden’s pseudo R2 0.2156 0.1687 0.2479 0.1841 
Notes: The table only reports the estimated marginal effects of significant coefficients of application 
date after variable selection. Pooled standard errors are in parentheses. The dependent variable is 
whether an overdraft or a loan application is rejected or not. The industries with a high share of EU trade 
are given in Appendix A2. The results for control variables are not reported for brevity, but available 
upon request. The null hypothesis of the Wald test is that all coefficients, excluding the constant term, 
are equal to zero simultaneously. *, **, *** indicate significance at 10%, 5% and 1% level, respectively.

Table 7 

Bank debt rejection by firm size: logistic model 

 

 Overdrafts Loans 

Application date Micro Small Medium Micro Small Medium 

2011       

       

2012    0.0567**   

    (0.0248)   

2013    0.0696***   

    (0.0262)   
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2014 -0.0505***      

 (0.0123)      

2015 -0.0762***      

 (0.0128)      

2016 -0.0521***      

 (0.0152)      

2017 -0.0826***      

 (0.0156)      

       

Control variables Yes Yes Yes Yes Yes Yes 

No. of obs  4679 1073 541 2423 594 351 

Wald test statistics 21.97*** 4.48*** 3.15** 13.25*** 3.59*** 3.49** 

McFadden’s pseudo R2 0.1608 0.1413 0.0721 0.1560 0.1249 0.0286 

 

Notes: The table only reports the estimated marginal effects of significant coefficients of application 
date after variable selection. Pooled standard errors are in parentheses. The dependent variable is 
whether an overdraft or a loan application is rejected or not. Firms with 0-9 employees and less than 
£2m annual turnover are defined as micro firms. Firms with 10-49 employees and £2m-10m annual 
turnover are defined as small firms. Firms with 50-249 employees and £10m-25m annual turnover are 
defined as medium-sized firms. Firms with missing turnover are defined according to the number of 
employees only. The results for control variables are not reported for brevity, but available upon request. 
The null hypothesis of the Wald test is that all coefficients, excluding the constant term, are equal to 
zero simultaneously. *, **, *** indicate significance at 10%, 5% and 1% level, respectively. 
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Table 8 
Bank debt rejection by firm age: logistic model 

 
Panel A Overdrafts 

Application date  Start up 
(<2 years) 

Young 
(2-5 years) 

 Mature 
(>5 years) 

- of which  
(6-9 years) (>10 years) 

2011 0.2005***  -0.0159*   
 (0.0545)  (0.0081)   

2012 0.2092*** 0.0379*    
 (0.0545) (0.0231)    

2013 0.2928***     
 (0.0587)     

2014   -0.0468*** -0.0532*** -0.0425*** 
   (0.0097) (0.0176) (0.0123) 

2015   -0.0663*** -0.0317* -0.0815*** 
   (0.0107) (0.0168) (0.0136) 

2016   -0.0543*** -0.0333* -0.0633*** 
   (0.0114) (0.0188) (0.0149) 

2017  -0.0675** -0.0657*** -0.0502** -0.0751*** 
  (0.0302) (0.0125) (0.0210) (0.0162) 

Control variables Yes Yes Yes Yes Yes 
No. of  obs 681 1109 8883 1224 7659 

Wald test statistics 5.97*** 5.22*** 15.34*** 6.08*** 11.55*** 
McFadden’s pseudo R2 0.1291 0.0695 0.1020 0.1065 0.0968 

      
Panel B Loans 

Application date  Start up 
(<2 years) 

Young  
(2-5 years) 

Mature 
 (>5 years) 

- of which 
(6-9 years) (>10 years) 

2011    0.0595**  
    (0.0274)  

2012 0.1783***   0.0975**  
 (0.0668)   (0.0377)  

2013    0.0883**  
    (0.0351)  

2014   -0.0394*** 0.0581** -0.0585*** 
   (0.0126) (0.0293) (0.0166) 

2015   -0.0566***  -0.0576*** 
   (0.0137)  (0.0187) 

2016   -0.0578*** 0.1251** -0.0854*** 
   (0.0158) (0.0543) (0.0207) 
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2017   -0.0635***  -0.0675*** 
   (0.0179)  (0.0243) 

Control variables Yes Yes Yes Yes Yes 
No. of obs 451 662 4751 727 4024 

Wald test statistics 4.52*** 5.58*** 15.12*** 4.21*** 13.70*** 
McFadden’s pseudo R2 0.1235 0.0872 0.1119 0.1480 0.1032 

Notes: The table only reports the estimated marginal effects of significant coefficients of application 
date after variable selection. Pooled standard errors are in parentheses. The dependent variable is 
whether an overdraft or a loan application is rejected or not. The results for control variables are not 
reported for brevity, but available upon request. The null hypothesis of the Wald test is that all 
coefficients, excluding the constant term, are equal to zero simultaneously. *, **, *** indicate 
significance at 10%, 5% and 1% level, respectively. 
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Figure 1 

Predicted probability of bank debt rejection by sub-periods 

 

 

Source: SME Finance Monitor (SMEFM) and authors’ calculations.  
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Appendix Table A1 

Number of observations and sample size by survey wave 

 

  
Total observations 

Sample size 

  Overdrafts Loans 

Wave 1 2011 Q1Q2 5063 874 407 
Wave 2 2011 Q3 5055 691 332 
Wave 3 2011 Q4 5010 533 321 
Wave 4 2012 Q1 5023 594 325 
Wave 5 2012 Q2 5000 598 297 
Wave 6 2012 Q3 5032 499 256 
Wave 7 2012 Q4 5000 430 218 
Wave 8 2013 Q1 5000 484 233 
Wave 9 2013 Q2 5000 417 220 

Wave 10 2013 Q3 5008 437 227 
Wave 11 2013 Q4 5028 444 234 
Wave 12 2014 Q1 5000 353 230 
Wave 13 2014 Q2 5008 354 191 
Wave 14 2014 Q3 5023 451 294 
Wave 15 2014 Q4 5024 350 215 
Wave 16 2015 Q1 5038 358 246 
Wave 17 2015 Q2 5001 329 194 
Wave 18 2015 Q3 5004 314 205 
Wave 19 2015 Q4 5003 358 221 
Wave 20 2016 Q1 4500 275 158 
Wave 21 2016 Q2 4500 234 135 
Wave 22 2016 Q3 4500 160 82 
Wave 23 2016 Q4 4500 158 118 
Wave 24 2017 Q1 4500 199 102 
Wave 25 2017 Q2 4507 256 127 
Wave 26 2017 Q3 4505 240 106 
Wave 27 2017 Q4 4500 283 170 

Total 131332 10673 5864 
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Appendix Table A2 

UK trade by industry and region in 2016-2017 

 

Panel A Exports (in £ million) 
2016 2017  

EU  Total  EU Total   

Construction 946 1955 48% 742 1366 54%  

Agriculture, hunting and forestry fishing 641 995 64% 787 1261 62% High  

Health and social work 86 168 51% 39 93 42%  

Hotels and restaurants 6690 13705 49% 7121 14767 48% High 

Manufacturing  78024 183064 43% 93665 210813 44% High 

Real estate, renting and business activities 16746 51954 32% 19781 58716 34%  

Transport, storage and communication 40881 95523 43% 44448 104664 42%  

Wholesale/retail 60878 99683 61% 66583 107979 62% High 

Other community, social and personal service 3941 10490 38% 4979 12116 41%  

Total 208833 457537 46% 238145 511775 47%  

        

Panel B Imports (in £ million) 
2016 2017  

EU  Total  EU Total   

Construction 2731 3715 74% 2972 3791 78% High 

Agriculture, hunting and forestry fishing 663 905 73% 767 1036 74% High 

Health and social work 100 134 75% 121 138 88% High  

Hotels and restaurants 280 688 41% 292 601 49%  

Manufacturing  75414 138422 54% 87943 166921 53% High 

Real estate, renting and business activities 11285 24047 47% 9692 23389 41%  

Transport, storage and communication 36313 76737 47% 35315 75946 47%  

Wholesale/retail 137374 248401 55% 145548 266461 55% High 

Other community, social and personal service 1882 5557 34% 2168 5964 36%  

Total 266042 498606 53% 284818 544247 52%  
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Notes: The industrial classifications in our sample (the International Standard Industrial Classification 
of All Economic Activities Rev.3) are matched with those in the trade data (the Standard Industrial 
Classification 2007). The reported trade data are obtained by summing up the UK trade in goods and 
services. Industries with an above-average share of EU trade in both 2016 and 2017 are identified as 
“High” in the last column. 

Sources: Office for National Statistics and author’s calculations; (i) Exports: UK Trade in Goods by 
industry, country and commodity, 2008-2017; (ii) Imports: UK Trade in Goods by industry, country 
and commodity, 2008-2017; (iii) Exports: UK Trade in Services by industry, country and service type, 
2016-2017; (iv) Imports: UK Trade in Services by industry, country and service type, 2016-2017. 
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Appendix Table A3   

Robustness check 

 Overdrafts Loans 

Panel A Excluding applications in 2010 and 2017   

Application date     
Applications in 2012 0.1710** (0.0855)   
Applications in 2013 0.1657* (0.0909)   
Applications in 2014 -0.3836*** (0.1081) -0.3002*** (0.1108) 
Applications in 2015 -0.7701*** (0.1287) -0.5052*** (0.1298) 
Applications in 2016 -0.5230*** (0.1504) -0.2915* (0.1567) 

Control variables Yes Yes 
No. of observations 8828 4530 
Wald test statistics 26.62*** 17.01*** 
McFadden’s pseudo R2 0.1727 0.1706 
   

Panel B Ordered logistic model     

Application date     
Applications in 2011     
Applications in 2012 0.1439* (0.0785)   
Applications in 2013 0.1559* (0.0838)   
Applications in 2014 -0.3942*** (0.1009) -0.2753*** (0.1016) 
Applications in 2015 -0.7393*** (0.1211) -0.4729*** (0.1191) 
Applications in 2016 -0.4551*** (0.1416) -0.3731*** (0.1432) 
Applications in 2017 -0.7400*** (0.1754) -0.3993** (0.1783) 

Control variables Yes Yes 
Cut-off point (0/1) -0.4475* (0.2474) -0.6633*** (0.1556) 
Cut-off point (1/2) 0.1786 (0.2472) -0.2174 (0.1552) 
No. of observations 10673 5864 
Wald test statistics 30.80*** 22.29*** 
McFadden’s pseudo R2 0.1461 0.1375 
     

Panel C Selected independent variables with no simultaneity bias   

Application date     
Applications in 2011     
Applications in 2012 0.1208* (0.0718)   
Applications in 2013     
Applications in 2014 -0.5016*** (0.0951) -0.3595*** (0.1001) 
Applications in 2015 -0.8985*** (0.1146) -0.6134*** (0.1167) 
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Applications in 2016 -0.7217*** (0.1328) -0.5406*** (0.1400) 
Applications in 2017 -1.0678*** (0.1673) -0.6498*** (0.1751) 

Control variables Yes Yes 
No. of observations 10673 5864 
Wald test statistics 44.44*** 27.55*** 
McFadden’s pseudo R2 0.1397 0.1236 
   

Panel D Applicants surveyed and applying in the same quarter   

Application date     
Applications in 2011     
Applications in 2012   0.5075** (0.2092) 
Applications in 2013   0.6401*** (0.2355) 
Applications in 2014 -0.5171** (0.2363)   
Applications in 2015 -0.5889** (0.2492)   
Applications in 2016 -0.7582** (0.3666)   
Applications in 2017 -0.7792** (0.3591)   

Control variables Yes Yes 
No. of observations 1842 887 
Wald test statistics 11.93*** 8.87*** 
McFadden’s pseudo R2 0.2132 0.1619 

 
Notes: The table only reports the significant estimated coefficients of application date after variable selection. 
Pooled standard errors are in parentheses. The dependent variable is whether an overdraft or a loan application 
is rejected or not in Panel A, C and D. In Panel B, the dependent variable is an ordinal variable equal 0 when 
an overdraft or a loan application is approved, 1 when an overdraft or a loan applicant receives less credit than 
it requests and 2 when an overdraft or a loan application is turned down outright. The results for control variables 
are not reported for brevity, but available upon request. The null hypothesis of the Wald test is that all 
coefficients, excluding the constant term, are equal to zero simultaneously. *, **, *** indicate significance at 
10%, 5% and 1% level, respectively. 
 


