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ABSTRACT
There has been increasing need for secure data sharing. In practice a group of data owners often adopt a heterogeneous security scheme under which each pair of parties decide their own protocol to share data with diverse levels of trust. The scheme also keeps track of how the data is used.

This paper studies distributed SQL query answering in the heterogeneous security setting. We define query plans by incorporating toll functions determined by data sharing agreements and reflected in the use of various security facilities. We formalize query answering as a bi-criteria optimization problem, to minimize both data sharing toll and parallel query evaluation cost. We show that this problem is \(\text{PSPACE}\)-hard for SQL and \(\Sigma_2^p\)-hard for SPC, and it is in \text{NEXPTIME}. Despite the hardness, we develop a set of approximate algorithms to generate distributed query plans that minimize data sharing toll and reduce parallel evaluation cost. Using real-life and synthetic data, we empirically verify the effectiveness, scalability and efficiency of our algorithms.
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1 INTRODUCTION
There have been increasing demands for sharing data from e-government [20], healthcare [37], finance [23] and the AI industry [15], among other things. For example, precision medicine requires sharing of clinical, genetic, environmental and lifestyle data for better disease treatment and prevention. However, security and privacy issues hamper data sharing, since organizations are becoming increasingly aware of the economical loss and legal liabilities due to data breaches.

To tackle it, a number of techniques have been devised to enable data sharing while providing certain security guarantees, e.g., encryption schemes such as order-preserving symmetric encryption (OPE) [12] and homomorphic encryption (HOM) [19], Docker containers, or hardware-assisted enclaves [36] such as Intel SGX and ARM TrustZone.

The existing work assumes homogeneous settings, i.e., the same security protocol is assumed between all pairs of peers. In many real-world scenarios, however, there are often various trust relationships and hence different security requirements between data owners, as illustrated by the following case study taken from our industry partner.

Example 1: A data-sharing company (name withheld) has built a blockchain-based platform (similar to, e.g., MHMD [24]), to enable secure data analytics over distributed datasets owned by users such as government agencies, hospitals, clinics, researchers, drug stores, insurance firms and pharmaceutical companies, etc. Users of the same type are connected via an internal network, and these internal networks are connected to an external network via gateways.

Computations within an internal network can be carried out in Docker containers hosted by nodes of the network. Depending on the trust levels among the data owners, the container may use encryption schemes (e.g., OPE or HOM) to secure data uploaded to it, or use plaintext when the users trust each other. Computations across multiple internal networks may be conducted in hardware-assisted enclaves. Such an enclave incurs much higher upfront costs than Docker since, among other things, it requires a consensus among all gateways in the blockchain and will be audited. Datasets uploaded to the enclaves can be either encrypted or not, depending on the contract used for the consensus.

These security facilities (e.g., Docker and enclaves) reflect different security protocols and requirements between data owners and users. They cope with different threat levels, and incur security costs by their usage and upfront costs.

Below are some example applications on the platform.

(A1) One is to find people who register in multiple clinics. Since clinics maintain high trustworthiness, the computation can be done in the clinic internal network by using a Docker container: all clinics upload their registration datasets to the container, where the answers are computed.
(A2) A government agent wants to find addresses of all households with at least one member who has contracted disease $Z$ but has no health insurance. This involves government with household registration data, hospitals that have electronic medical records (EMR) of patients, and insurance firms. Government data can be uploaded to enclaves in the hospital network without encryption; hospital data can be loaded to enclaves in the insurance network with HOM encryption; and insurance data can be loaded to hospital enclaves with OPE encryption (more efficient but less secure than HOM) as hospitals have higher trust levels than insurance firms.

Such emerging applications introduce new challenges.

(a) The need for a heterogeneous security scheme. An application may involve multiple types of peers (data owners and users), and various security facilities and guarantees are needed due to the trust levels between these peers. For example, plaintext can be shared between hospitals (via Docker) for A1 and hospitals only share encrypted data with insurance firms via more costly enclaves (A2). To support these applications, a heterogeneous scheme is needed, to support varying trust levels and security means between different peers.

(b) Query processing with security heterogeneity. Query answering in a heterogeneous setting is much more challenging than in the homogeneous settings. We need to take into account various security charges when deciding where and how the computations should be carried out (i.e., query planning), e.g., how many containers/enclaves are needed and how to distribute them among sites at multiple networks. This is nontrivial. We want to reduce the security costs. At the same time, we want to minimize the parallel execution time of the query plan. For example, for A2 of Example 1, it would be better to send insurance data to enclaves in the hospital network instead of the other way around.

Contributions & organization. This paper studies query evaluation in a heterogeneous security setting.

(1) Abstraction of data sharing scheme (Section 2). We make a first attempt to study query processing under a data sharing scheme with heterogeneous security protocols. We demonstrate that the scheme can support emerging applications that bear various levels of trust between different peers, as commonly found in the real world. We define distributed query plans and incorporate data sharing cost (security charge) in terms of toll functions that abstract the usage of various security facilities (i.e., Docker containers/enclaves with plain/encrypted data) based on the access rights, trust levels and security demands among the peers.

(2) Querying shared data (Section 3). We formalize the problem of querying shared data under heterogeneous security as a bi-criteria optimization problem, to minimize both parallel query evaluation cost and data sharing toll. We show that the problem is highly nontrivial: while it is decidable (NEXPTIME), it is already PSPACE-hard for SQL and $\Sigma_2^P$-hard for SPC to find optimal plans in special cases. Despite these, we introduce a framework for querying shared data.

(3) Distributed plan generation (Section 4). Underlying the framework, we develop a polynomial-time (PTIME) algorithm to generate distributed query plans while minimizing data sharing toll. We show that the algorithm is an $O(\log n)$-approximation for joins, i.e., its join plans are within $O(\log n)$ of optimal ones, where $n$ is the number of data owners.

(4) Distributed plan optimization (Section 5). We further minimize the parallel evaluation cost of query plans generated in (3) while retaining a toll budget via workload rebalance. We show that the problem is also intractable. This said, we give a PTIME 2-approximate algorithm for rebalancing workload.

(5) Experimental study (Section 6). Using real-life and synthetic data, we empirically evaluate the effectiveness and efficiency of our plan generation algorithms. We find the following. (a) Security heterogeneity does have an evident impact on query evaluation performance. (b) Our proposed method is effective in reducing both data sharing toll and parallel execution cost, outperforming its competitors by 25.57 and 10.27 times on average, respectively. (c) Existing security systems can be readily incorporated into the data sharing scheme and serve as security facilities.

Position of the work. This work is not to introduce another security protocol. It is not to investigate security guarantees of heterogeneous security models; nor is it to improve existing secure database systems (e.g., [9, 35]). Heterogeneous security protocols are already being used in real life, and the security community is studying their properties (e.g., [14, 25]).

Instead, we study query evaluation over shared data when we are given heterogeneous security protocols. We aim to study the impact of such heterogeneous security protocols on query processing, in terms of costs incurred by data sharing agreements and reflected by the use of different security facilities. The costs stem from existing security facilities, protocols and systems. We make a first attempt to evaluate queries in their presence for emerging applications.

Related work. Distributed secure query processing has been well studied in homogeneous environments.

Complete trust. With complete trust among the data owners, the problem becomes the standard parallel/distributed query processing problem [33]; its goal is to minimize the communication costs of answering queries [4, 11, 27].

Related is the study of federated databases [28, 30, 40], which aim to provide an interface for querying a collection of distributed and autonomous relational databases. Hetero-
Heterogeneity has also been studied in this context, known as multistores or polystores e.g., [17, 22, 26]. However, the heterogeneity here refers to various data and programming models used by different data owners, not security heterogeneity.

**Hardware-assisted solutions.** With hardware support (e.g., security enclaves), query processing over distributed sources can be carried out with moderate overhead, e.g., TrustedDB [8], Cipherbase [6] and EnclaveDB [36]. An enclave protects the data and code running inside of it from being spied upon, even if the entire software stack of the host is compromised. In addition, a remote party can verify the code running inside the enclave through a process known as attestation. Thus, two data owners without trust can still jointly compute a function, by sending their data to an enclave, which runs some code (attested by both owners) to compute the function. The enclave can be hosted by one of the data owners, or even a third (untrusted) party. Docker containers are used in lieu of an enclave if the system administrator can be trusted.

**Software-only solutions.** In the absence of special hardware support, one can still build a distributed query processing system over distrusted peers using homomorphic encryption [19] or secure multi-party computation (SMC) [13, 39, 44], such as CryptDB [35], Monomi [41] and SMQCL [9, 10]. Both homomorphic encryption and SMC are capable of computing arbitrary functions over the data, but those general-purpose solutions are not very practical. In practice, one has to limit the types of queries supported by designing special-purpose protocols. Even so, these software-only solutions tend to be much more expensive than those with hardware support.

**Locally differential privacy (LDP).** LDP [16] has recently emerged as another approach to querying distributed data. LDP algorithms for answering range queries on a single table have been developed [29, 43]. Different from security-based solutions, query results in the LDP model may need to be probabilistic with certain random noise, and information leakage will accumulate in the LDP model when more queries are run on the same data.

This work differs from the prior work in the following. (1) We study a heterogeneous security environment, a setting being increasingly used in practice. It supports data sharing among a group of data owners and allows each pair of hosts to adopt a security protocol of their choice, as opposed to the homogeneous security assumption in the previous work. (2) We provide the first abstraction of heterogeneous security protocols. (3) We formalize the problem of querying shared data as a bi-criteria optimization problem, and study its complexity. (4) We propose an approach to answering generic SQL queries in the heterogeneous security setting.

## 2 DATA SHARING WITH SECURITY HETEROGENEITY

We start with a scheme to abstract data sharing with security heterogeneity (Section 2.1), and then formalize the problem of querying shared data under the scheme (Section 2.2).

### 2.1 An Abstraction of Data Sharing

The scheme, referred to as DShare, is to abstract computations over shared datasets with heterogeneous security protocols. It is characterized by the notions of data owners, a query planner, data sharing pacts and distributed query plans.

A group of data owners often agree upon data sharing protocols in practice. Each owner contributes its data for sharing, and is also a client of the shared data under the protocols.

**Data owners.** A collection of data owners, or simply sites, $S = \{S_1, \ldots, S_n\}$ agree to support query services collectively over their private data. Each owner manages its data by its own DBMS and has its own local database schema.

We assume a global schema $R = \{R_1, \ldots, R_k\}$, deduced by, e.g., schema mapping, to provide a uniform interface to write queries against the data, where $R_i$ is a relation schema. Owner $S_i$ has an instance $D_i$ of $R$ for $i \in [1, n]$. Here some relations in $D_i$ are possibly empty, i.e., $D_i$ does not necessarily have every relation of $R$. We denote $(D_1, \ldots, D_n)$ by $D$ and refer to it as a distributed instance of $R$ at $S$. The answer to a query $Q$ over $D$ is defined as $Q(\bigcup_i D_i)$ under the normal interpretation. Note that via renaming, this also allows us to compute local answers at any single site or any subset of $S$.

**Query planner.** Each data owner may issue a query $Q$, to compute the answer to $Q$ over $D$. The query will be handled by a trusted third party called query planner. Upon receiving a query $Q$ from a data owner, the planner will come up with a distributed query plan that picks security facilities (Docker or enclave), to comply with the security protocols agreed among the sites, and encryption schemes required for the operations. It also estimates a security charge, referred to as a toll, for the query plan. If it is agreeable by the query issuer, the query planner will instruct the data owners to carry out the query plan, charges the toll to the query issuer, and allocates the revenue to the data owners accordingly.

The query planner oversees the execution of the query plans and acts as an intermediary between the data owners and the query issuer. However, it does not access any of the local databases or carry out operations in the query plans itself.

**Data sharing pact.** We next abstract the varying security protocols between pairs of data owners based on their trust levels. We use the following computation model.

(1) Data is shared using capsules, logic units to which data owners can transfer and upload datasets; physically, a capsule can be instantiated with a Docker container, an enclave,
an SMC system such as SMCQL [9], or even a trusted third party. All computations are carried out in capsules only.

(2) Each capsule $C$ is associated with a site $S_j$, referred to as a capsule hosted by $S_j$. Computation in $C$ has direct access to the data on $S_j$ but cannot access data at other sites except the part that is uploaded to $C$. When the computation in $C$ completes, the intermediate results are stored at $S_j$ in a protected mode via, e.g., access right controls, OPE encryption [12], or symmetric encryption with keys held only by the query issuer as commonly used in cloud cryptograph such as Azure [1]; then the capsule $C$ will be terminated.

A security protocol for a pair of sites $(S_i, S_j)$ specifies:

(a) the lowest security guarantees that a capsule hosted by $S_j$ must attain in order for $S_j$ to share the data of $S_i$; and

(b) encryption of data at $S_i$, i.e., which part of the data can be shared, what data needs to be encrypted before sending it to a capsule of $S_j$, and what encryption scheme to use.

A data sharing pact $p$ for a set $S$ of sites consists of (1) a security protocol for each pair of sites in $S$, and (2) a toll function $Toll()$ that measures the costs of all types of available capsules that can be employed to evaluate queries. In the real world, such costs are incurred by, e.g., renting trusted third party facilities as the capsules and encryption overhead.

Distributed query plan. We next define query plans over a set $S$ of sites w.r.t. a data sharing pact $p$.

Consider a distributed instance $\mathcal{D}$ at $S$. A distributed query plan $\xi$ on $\mathcal{D}$ at $S$ is a DAG (directed acyclic graph), where the nodes of $\xi$ denote atomic operations and edges represent their dependencies. Each atomic operation $\delta$ is an $(n+3)$-tuple $(\text{op}, t_c, X_1, \ldots, X_n, j)$, where (i) op is an operator in the relational algebra (RA); projection $\pi$, selection $\sigma$, natural join $\Join$, set difference $\setminus$, set union $\cup$ and renaming $\lambda$; (ii) $t_c$ is a capsule of a certain type, e.g., Docker, enclave, SMC system, or trusted third party; (iii) $j \in [1, n]$ denotes the site that hosts a capsule to carry $op$ out; and (iv) $X_j$ is a relation, which is either part of data in $\mathcal{D}$ that can be shared with $S_j$ by the security protocol between $S_i$ and $S_j$, or the intermediate result $I_i$ computed at site $S_i$ by operations prior to $\delta$ in $\xi$.

Executing $\delta = (\text{op}, t_c, X_1, \ldots, X_n, j)$ involves steps below:

1. Set up a capsule $C$ of type $t_c$ for $\text{op}$, hosted by site $S_j$, such that for each $i \in [1, n]$, $C$ meets the security requirement of $p$ for $(S_i, S_j)$, where (a) $X_i \neq \emptyset$ or (b) there exists $X_k \neq \emptyset$ that contains intermediate answers computed over data from $S_i$.

2. For $i \in [1, n]$, transfer $X_i$ from $S_i$ to the capsule $C$ hosted by $S_j$, based on the security protocol between $S_i$ and $S_j$.

3. Perform the computation $I'_i = op(X_1, \ldots, X_n)$ and store $I'_i$ in a protected mode (e.g., encrypted with OPE) at $S_j$.

4. Add the relation $I'_i$ to $I_j$ at $S_j$.

That is, intermediate results of $\text{op}$ are computed and stored as such to comply with the security guarantees of pact $p$. In particular, when $X_i = \emptyset$ for all $i \in [1, n], i \neq j$, $(\text{op}, t_c, X_1, \ldots, X_n, j)$ simply executes $\text{op}$ on local data $X_j$ at site $S_j$.

Condition (1b) ensures that each followup operation $\delta' = (\text{op}', X'_1, \ldots, X'_n, p)$ of $\delta$ also complies with the security requirement of $(S_i, S_j)$ if $X'_j \neq \emptyset$ and $X'_1$ contains intermediate results $I'_j$ computed by $\delta$ from the data of $S_i$, even if $X'_j = \emptyset$.

Edges of the DAG plan $\xi$ specifies the dependencies of the atomic operations in $\xi$. In particular, if there exists $X_i$ (in atomic operation $\delta = (\text{op}, t_c, X_1, \ldots, X_n, j)$ that comes from relations at site $S_j$ computed by atomic operation $\delta'$, then there exists a directed edge from $\delta'$ to $\delta$ in $\xi$.

The execution of the query plan is mediated and monitored by the query planner, and it takes place at the participating sites only. After executing the query plan, the sites will send the results to the query planner, who then decrypts and returns the results to the client who issued the query.

Toll. We next presents the toll function $Toll()$. For a query plan $\xi$ over $S$, $Toll(\xi)$ is the sum of $Toll(\delta)$ for all operations $\delta = (\text{op}, t_c, X_1, \ldots, X_n, j)$ in $\xi$, where $Toll(\delta)$ estimates the charge for executing $\delta$. It consists of the following:

(a) an upfront cost $Toll_0$ for setting up the capsule for $\text{op}$;

(b) cost $Toll_d$ for transferring remote data via secure channel to the capsule for $\text{op}$ hosted by $S_j$, determined by the amount of data and encryption overhead; and

(c) cost $Toll_c$ for executing $\text{op}$ in the capsule, determined by the duration that the computation $\text{op}$ takes.

More specifically, (a) $Toll_0$ depends on the type of the capsule; (b) $Toll_d$ is measured as $\sum_{i=1}^{n} Toll_{(i, j)}(X_i)$ for all sites $S_i$ that have data $X_i$ required by $\delta$, where $Toll_{(i, j)}(X_i)$ is the cost of encrypting and transferring $X_i$ to the capsule hosted by $S_j$; it is determined by the size of $X_i$ and the encryption scheme required by the protocol between $S_i$ and $S_j$; in particular, $Toll_{(i, j)}(X_i) = 0$ since $C$ is hosted by $S_j$ and can access its local data $X_i$ without extra cost. Finally, (c) $Toll_c$ is the charge for sustaining the capsule for executing $\text{op}$.

Using our familiar terms, we refer to $Toll_d$ and $Toll_c$ as communication and computation cost, respectively. These costs stem from the security protocol between $S_i$ and $S_j$, and are reflected as costs incurred by the security facility employed, including e.g., encryption cost, beyond their normal scope.

Example 2: [Case study] Continuing with Example 1, we show that applications A1 and A2 can be abstracted by DShare. Denote by (a) Household(address, pid, name) the registration relation maintained by government, (b) Reg(pid, clinic) and EMR(pid, disease) the clinic registration relation and medical record relation, respectively, owned by the clinics and hospitals, and (c) Insurance(pid, company, policy) the
customer records maintained by insurance firms. We present their data sharing pacts \( p \) with associated toll functions.

**Application A1.** It is expressed as a join query \( \pi_{\text{pid} \cap \text{Reg}}(\text{pid}, \text{clinic}) \nabla \pi_{\text{pid} \cap \text{clinic} \cap \text{Reg}}(\text{pid}', \text{clinic}') \). The pact \( p \) specifies the lowest security level for a capsule \( C \). Based on this, the query planner may pick Docker container as \( C \), and remote data will be directly uploaded to \( C \). The shared data will not be stored after the computation since a capsule is ephemeral. These meet the security requirements of **A1** since clinics are trusted and do not risk side-channel leakage.

The toll function estimates the costs of available capsules \( C \), and is determined by the type, configuration and duration of \( C \) to use (which in turn depends on the operations to be carried out in \( C \)). For Docker, \( \text{Toll}_D = 0 \) since Docker incurs negligible upfront cost; \( \text{Toll}_{(i,j)}(X_i) = c_{ij}|X_i| \) is the communication cost for transferring \( X_i \) from \( S_i \) to the Docker at \( S_j \) (\( c_{ij} \) is a coefficient denoting the unit network price); and \( \text{Toll}_L(\%\%) = c|\text{Reg}\%\% \ (c \ is \ a \ coefficient \ similar \ to \ c_{ij}) \), the cost of sustaining the Docker container for the join.

**Application A2.** It is an RA query \( \pi_{\text{address}}((\text{Household} \times \sigma_{\text{disease}=\text{EMR}}) - \text{Insurance})^1 \). As the query involves data from three internal networks, pact \( p \) requires a higher security level for data sharing as described in Example 1. Based on this, the query planner may take enclaves as capsules. In particular, since insurance firms have lower level of trust than hospitals, data is required to be encrypted using HOM [19] before uploading it to insurance enclaves, to prevent leakage of user identifiers and their EMR records.

Here the toll function is determined by the capsule types, operations, encryption schemes and communication. First consider, e.g., the join \( \delta \) of Household and EMR at a hospital site \( S_j \). For enclave, \( \text{Toll}(\delta) \) is estimated as follows: \( \text{Toll}_E = L \), where \( L \) is the upfront cost of setting up the enclave at \( S_j \), and is estimated as the average time for reaching the consensus among the gateways; \( \text{Toll}_{(i,j)}(X_i) = c_{ij}|X_i| \), where \( c_{ij} \) is a coefficient reflecting the cost of shipping the data to the enclave at \( S_j \); and \( \text{Toll}_L(\%\%) = c|\text{DM}_{\text{Household}}| + |\text{DM}_{\text{EMR}}| \), where \( \text{DM}_{\text{Household}} \) and \( \text{DM}_{\text{EMR}} \) are the datasets for the join at \( S_j \).

Now consider operation \( I - \text{Insurance} \), where \( I \) is the join result above. Assume that the set difference takes place in a capsule \( C \) hosted by the insurance network. Then the type of \( C \) is determined by both the protocol between government and insurance firms and the one between hospital and insurance, to warrant security for each data owner involved. \( \Box \)

As shown above, in practice toll functions can be readily deduced from the types of capsules and the complexity of operations. Alternatively, as a common practice, they can also be empirically estimated by testing or learning over small dataset samples. In addition, for blockchain-based data sharing systems similar to Example 1 or MHMD [24], tolls often denote the economic incentives defined by smart contracts for consensus. There has also been recent work from the security community on toll (cost) models of hybrid protocols, e.g., [14, 25]. Note that toll functions only specify toll charges of all possible capsules usage in an application; they do not determine which, where and how capsules to be used.

DShare allows arbitrary positive polynomial functions as \( \text{Toll}(\delta) \) that are composed of submodular set functions [21] for \( \text{Toll}_{(i,j)}(X) \) (of \( \text{Toll}_D \) and \( \text{Toll}_L \) (bi-modular [18] if \( \text{op} \) of \( \delta \) is a binary operator, e.g., join). All toll functions in Example 2 are of this type. Our industry partners find that these suffice to express common security charges in practice.

**Guarantees and properties.** We adopt the following threat model. The data owners are semi-honest (a.k.a. honest but curious), i.e., each owner will faithfully execute the query plan, but may try to derive information about other parties’ data. This is why all operations are executed in capsules and the intermediate relations are stored in protected mode. The query planner runs at a trusted third party and is assumed trustworthy, similar to the honest broker in secure database systems e.g., [9, 35], but without direct access to data.

Under this threat model, DShare enforces the security protocols of data sharing pact \( p \) by (a) the trusted query planner, and (b) proper capsules for carrying out query plans.

(1) The pact specifies the minimum security requirement between each pair \( S_i \) and \( S_j \) of sites. The query planner enforces the security guarantee by picking right capsules. Each operation (\( \text{op}, t, X_1, \ldots, X_n, j \)) is performed by a capsule that meets the maximum of all lowest security levels for \( (S_i, S_j) \) \( (i \in [1, n]) \). Followup operations retain no less security levels.

(2) Depending on the security protocols, different pairs of sites may have distinct security requirements. The planner picks capsules that meet the security requirements and minimize the cost, e.g., it picks docker containers for **A1** of Example 1, which satisfy the security requirements specified by the protocol and are cheaper than enclaves and SMC systems.

**Remark.** Composing security protocols is a challenging and active topic of the security community (e.g., [14, 25]). It has emerged in semi-trusted data federations, e.g., MHMD [24] and Example 1. This paper takes a heterogeneous setting used in practice and focuses on query planner that selects capsules and distributes computations across the federation, to improve query performance while retaining the required security levels. This said, the query planner can be adapted to other security composition and propagation protocols.

### 2.2 The Problem of Querying Shared Data

Critical to DShare is its query planner. While there has been
a host of research on security protocols and facilities, no prior work has studied how to generate query plans that comply with a data sharing pact with security heterogeneity.

This motivates us to study the toll-bounded query answering problem, denoted by TBQA. Informally, it is to find the best distributed query plan for a given query subject to a toll budget imposed by a data sharing pact. It is stated as follows.

- **Input:** A global schema \( \mathcal{R} \), \( n \) sites \( S \), a distributed instance \( D \) of \( \mathcal{R} \) over \( S \), a data sharing pact \( \rho \), a natural number \( B \), and an RA query \( Q \) over \( \mathcal{R} \).

- **Output:** A distributed plan \( \xi \) for \( Q \) over \( D \) such that the toll \( \text{Toll}(\xi) \) of \( \xi \) over \( D \) under \( \rho \) is no larger than \( B \).

- **Objective:** Minimize the parallel execution cost of \( \xi \) over \( D \), denoted by \( c(\xi, D) \).

As remarked earlier, a data sharing pact \( \rho \) specifies only the minimum security requirements for sharing data between sites and their associated toll charges. We have to find query plan \( \xi \) that determines, in addition to conventional planning, how to select and distribute capsules for computations that can meet heterogeneous security requirements of \( \rho \), while taking advantages of the heterogeneity and minimizing its parallel execution cost \( c(\xi, D) \).

To complete the statement of TBQA, we define \( c(\xi, D) \) below. Let \( c(\delta, D) \) be the execution cost of atomic operation \( \delta \) over \( D \). Then \( c(\xi, D) \) is inductively defined as follows:

- If \( \xi \) is a single atomic operation \( \delta \), \( c(\xi, D) = c(\delta, D) \).

- If \( \xi \) consists of sub-plans \( \xi_1, \ldots, \xi_t \) and an atomic operation \( \delta \) where \( \xi_1, \ldots, \xi_t \) are predecessors of \( \delta \) in \( \xi \), then \( c(\xi, D) = \max(c(\xi_1, D), \ldots, c(\xi_t, D)) + c(\delta, D) \).

Intuitively, \( c(\xi, D) \) characterizes the total parallel execution costs of atomic operations in \( \xi \) when parallel execution of independent atomic operations is fully exploited.

We assume that the query planner can efficiently estimate the cost incurred by an atomic operation \( \delta = (\text{op}, t, X_1, \ldots, X_n, j) \). For example, when \( \text{op} \) is \( R \bowtie S \), \( c(\delta, D) \) is \( |R| \times |S| \).

### 3 QUERYING SHARED DATA

In this section, we first study the complexity of querying shared data and then outline our approach to solving TBQA.

**Complexity of TBQA.** Denote by TBQA\(^d \) the decision version of TBQA. That is to decide, given the same input of TBQA and an additional number \( L \), whether there exists a distributed query plan \( \xi \) for \( Q \) over \( D \) such that its toll is at most \( B \) and its parallel execution cost \( c(\xi, D) \) is at most \( L \).

We also study a related problem, referred to as toll-bounded answerability problem and denoted by TBA. Given \( \mathcal{R}, S, \rho \) and \( B \) as in TBQA, it is to decide whether there exists a distributed query plan \( \xi \) for \( Q \) over \( D \) with toll at most \( B \).

Intuitively, TBA is to check whether TBQA even has a feasible solution or not. TBQA is at least as hard as TBA.

We say that a data sharing pact \( \rho \) is simple if \( \text{Toll}_0 = \text{Toll}_c = 0 \) and \( \text{Toll}_{(l,j)}(X) = c_{lj}[X] \). Both problems are intractable even under such simple pacts that involve only two sites.

**Theorem 1:** Both TBQA\(^d \) and TBA are

1. Decidable in \( \text{NEPTIME} \).
2. \( \text{PSPACE} \)-hard even when \( \rho \) is simple; and
3. \( \Sigma^p_3 \)-hard even when \( Q \) is in SPC and \( \rho \) is simple.

Moreover, (2) and (3) hold even when \( S \) has two sites only. \( \square \)

**Our approach.** In light of Theorem 1, practical solutions to TBQA have to be approximate. We next propose such an approach, which consists of two steps outlined below.

**Step (1): Finding toll-minimized canonical plans (Section 4).** We first generate a distributed query plan \( \xi_Q \) for \( Q \) in a canonical form: \( \xi_Q \) extends the algebra tree \( T_Q \) (cf. [3]) of \( Q \) into a DAG by replacing each algebra operation \( \text{op} \) of \( Q \) with a distributed query plan \( \xi_{\text{op}} \) that has minimized the toll in \( D \).

Note that here an edge from \( \text{op}_1 \) to \( \text{op}_2 \) of \( Q \) in \( T_Q \) may be extended to multiple edges, which connect atomic operations in \( \xi_{\text{op}_1} \) to those in \( \xi_{\text{op}_2} \), based on their dependencies.

**Step (2): Reducing parallel execution cost (Section 5).** Given \( \xi_Q \) of step (1), we check whether \( \text{Toll}(\xi_Q) \) of \( \xi_Q \) exceeds the toll budget \( B \). We return "No" if so, i.e., budget \( B \) is too small to answer \( Q \) in \( D \) under \( \rho \). Otherwise, we further improve \( \xi_Q \) by making use of the remaining toll allowance, to reduce its parallel execution cost \( c(\xi_Q, D) \) without exceeding \( B \).

### 4 GENERATING TOLL-MINIMIZED PLANS

In this section, we show how to carry out step (1) of our approach (Section 3). Given an RA query \( Q \), a distributed instance \( D \) of schema \( \mathcal{R} \) at \( n \) sites \( S \) and a data sharing pact \( \rho \), we generate a distributed plan \( \xi_Q \) for \( Q \), which consists of toll-minimized plan \( \xi_\delta \) for each operation \( \delta \) in \( Q \). Below we focus on joins; the other RA operations are similar and simpler.

**Approximability.** One can verify that even for joins, TBQA remains intractable, by reduction from the vertex cover problem, which is \( \text{NP} \)-complete [34]. Nonetheless, there exists a \( \text{PTIME} \) approximation. Assume that \( D \) is reasonably large, and constant \( \text{Toll}_b \) is negligible w.r.t. \( \text{Toll}_d \) or \( \text{Toll}_c \).

**Theorem 2:** There exists a \( \text{PTIME} O(\log n) \)-approximation algorithm for computing plans with minimum toll for joins. \( \square \)

As a proof, we give such an algorithm, denoted by MTJ.

Consider query \( Q = R \bowtie T \). Algorithm MTJ generates a plan \( \xi \) for \( Q \) over \( D \) by reduction to the minimum set cover (MSC) problem [34]. Below we first present algorithm MTJ by reduction to MSC, which gives us an \( O(\log n) \)-approximation. However, a direct use of the reduction yields a naïve version of MTJ with an exponential time (EXPTIME) complexity. Nonetheless, we develop a technique that is able to reduce its complexity from EXPTIME to \( \text{PTIME} \).
**Algorithm 1: Algorithm MTJ (naive implementation)**

**Input:** query $Q = R \bowtie T$, database $D$ over $n$ sites $S$, pact $p$.

**Output:** a distributed plan $\xi$ for $Q$.

1. $C \leftarrow \emptyset$.
2. while $C$ does not include all work units of $Q$ do
   3. $(i_*, W_*) \leftarrow \arg \min_{i, W \in W} t(i, W)$
   4. $C \leftarrow C \cup \{(i_*, W_*)\}$
5. interpret $C$ as atomic operations;  // pick capsule types $t_i$ as the lowest possible to meet all security requirements of protocols for work units in $C$
6. return $\xi$ consisting of the atomic operations;

**Approximation by reduction.** We start with a naive version of MTJ by approximation-preserving reduction [7] to MSC, so that MTJ computes toll minimized join plans by making use of available approximate algorithms for MSC.

**Reduction.** The idea of the reduction is to (a) represent each query plan $\xi$ for join query $Q$ as a “workload” distribution plan that assigns necessary data movement for answering $Q$ in $D$ among the sites; and (b) reformulate the assignment problem as a variant of MSC that admits a PTIME logarithmic-factor approximation algorithm [42].

Consider a join query $Q = R \bowtie T$, distributed database $D$ over sites $S_1, \ldots, S_n$ and data sharing pact $p$. We construct an instance of MSC, i.e., a universe $U$ of elements and a set $W$ of weighted subsets of $U$, such that each $c$-approximation answer to MSC encodes a distributed join plan for $Q$ with toll at most $c$-times of the minimum toll among all plans for $Q$.

Denote by $D^R_i$ the instance of relation $R$ at site $S_i$ ($i \in [1, n]$); similarly for $D^T_j$. For convenience, we assume w.l.o.g. that neither $D^R_i$ nor $D^T_j$ is empty for all $i \in [1, n]$. For any $i, j \in [1, n]$, $u_{ij} = [D^R_i, D^T_j]$ is called a work unit of $Q$ in $D$. Then:

1. $U$ consists of all work units of $Q$ in $D$; and
2. $W$ consists of pairs $(i, W)$ for all $i \in [1, n]$ and $W \subseteq U$. We say that $(i, W)$ covers element $u_{ik} = [D^R_i, D^T_k]$ in $U$ if $u_{ik} \in W$. The weight of $(i, W)$, denoted by $t(i, W)$, is defined as the sum of the total toll $D_j^W$ of fetching $D_j^R$ and $D_j^T$ from sites $S_j$ and $S_k$ to site $S_i$, and total toll of computing $D_j^R \bowtie D_j^T$, for all units $[D^R_j, D^T_j]$ in $W$. Note that this has to take into account toll sharing for relations appearing in multiple work units in $W$.

**Algorithm.** One can readily verify that the reduction is approximation-preserving [7]. This gives us an O($\log n$)-approximation algorithm, i.e., a naive implementation of MTJ, for computing minimum toll join plans (Algorithm 1), by using the O($\log |U|$)-approximation of MSC [42] ($|U| = n^2$). Here set covering $C$ specifies the assignment of atomic operations for the work units in $C$ to their host sites (line 4). The capsule types of the atomic operations are such picked that they minimize the cost while satisfying all the relevant security levels specified in the protocols for $C$ (line 5).

**Example 3:** Recall the query for $A2$ given in Example 2, denoted by $Q$. Assume a simplified data sharing scenarios shown in Fig. 1. We show how algorithm MTJ generates the distributed query plan $\xi_Q$ depicted in Fig. 2 for $Q$.

Take the join $\text{op}_1$ = Household $\bowtie \alpha_{\text{disease} = \text{Medical}}$ of $Q$ for example. Then $\text{op}_1$ has a set $W_{\text{op}_1}$ of 4 work units $u_{ij} = [D_j, I_{j2}]$ for all $i \in [1, 2], j \in [3, 4]$ (see Fig. 2). After the reduction, the set $W$ consists of $(i, W)$ for all $W \subseteq W_{\text{op}_1}$. MTJ picks (3. $u_{13}, u_{23}$) and (4. $u_{14}, u_{24}$) as $C$ that covers $W_{\text{op}_1}$, with total toll 0. It then interprets $C$ as $\xi_Q$, consisting of the atomic joins for $I_{32}$ and $I_{42}$ of Fig. 2. Note that this is actually the optimal plan for $\text{op}_1$, since $\xi_{\text{op}_2}$ incurs no toll at all.

Assume that sizes $|I_{32}|, |I_{42}|$ and $|D_j|$ for all $i \in [5, 7]$ are $N$. Then along the same lines, MTJ generates a distributed plan $\xi_{\text{op}_2}$ with the atomic operations for $I_{33}$ and $I_{43}$ of Fig. 2, which is also optimal for $\text{op}_2$ with $\text{Toll}(\xi_{\text{op}_2}) = 6N$. □

**From exponential to polynomial.** While Algorithm 1 is an $O(\log n)$-approximation, it has an exponential time complexity since $|W|$ of line 3 is of size exponential in $|U|$ (i.e., exponential in $n^3$). Nonetheless, below we show that this can be reduced to PTIME, based on the following:

(a) $(i_*, W_*)$ identified in line 3 of Algorithm 1 equals

$$\arg \min_{i \in [1, n]} \arg \min_{W \subseteq U} t(i, W) \text{ s.t. } W \subseteq U$$

where $U$ is the set of all work units of $Q$ in $D$.

(b) For each $i$, computing $\arg \min_{W \subseteq U} \frac{t(i, W)}{|W \cup \cup_{i', W' \in C} W'|}$ is equivalent to finding the minimum $\alpha$ such that there exists a subset $W$ of $U$ with $f_\alpha(W) \leq 0$, where $f_\alpha(W) = t(i, W) - \alpha \sum_{W' \in C} |W| \cup |W'\cup C W'|$.

(c) For any fixed $\alpha$, checking whether this holds can be done efficiently in PTIME since one can prove that $f_\alpha(W)$ is a submodular function, and submodular minimization can be done in PTIME via, e.g., [21].

From these, the while loop (line 3) of Algorithm 1 can actually be implemented in PTIME by computing $\arg \min_{W \subseteq U} \frac{t(i, W)}{|W \cup \cup_{i', W' \in C} W'|}$ as $W_i$ for each $i \in [1, n]$, which can be implemented by a binary search for the minimum $\alpha$ in $[0, \alpha_{\text{max}}]$ such that $\min_{W \subseteq U} f_\alpha(W) \leq 0$, where $\alpha_{\text{max}} = \max_{i , j \in [1, n]} (\max_{k \in [1, n]} c_{i, j, k} ) * (|D^R_j| + |D^T_j|)$, in which $c_{i, j, k}$ is
the constant in the toll function \( T(\mathbf{i}, k^2) = \frac{\alpha}{n^2} \) specified by \( \rho \). The search terminates when the range \([a, b]\) for \( \alpha \) has a gap \((b-a)\) less than \( \frac{1}{n^2} \). Hence, there are at most \( n^2 \alpha_{\text{max}} \) rounds of search, where each round is an invocation of submodular minimization, which is in \( \text{PTIME} \) (e.g., [21]).

That is, the \textbf{while} loop of Algorithm 1 is reduced to \( \text{PTIME} \) in \( n \) and \( \log(n|\mathcal{D}|) \). Therefore, \textbf{MTJ} can be implemented in \( \text{PTIME} \) in \( n \) and \( \log |\mathcal{D}| \), and is an \( O(\log n) \)-approximation for computing minimum-toll distributed plans for joins.

5 PLAN REBALANCING

After generating a toll-minimized canonical plan \( \mathcal{E}_Q \) for \( Q \) in Section 4, we next study how to further optimize \( \mathcal{E}_Q \) by decreasing its parallel execution cost \( c(\mathcal{E}_Q, \mathcal{D}) \). This is to carry out step (2) of our approach outlined in Section 3. While the adjustments may increase the toll of the revised plan, we make sure that the toll is below the budget \( B \), i.e., we make use of the remaining toll allowance \( B - T(\mathcal{E}_Q) \) to reduce \( c(\mathcal{E}_Q, \mathcal{D}) \).

Our technique, referred to as \textbf{plan rebalancing}, is motivated by the following. Consider the sub-plan \( \mathcal{E}_{op_i} \) of \( \mathcal{E}_Q \) for an operation \( op_i \) of \( Q \). Here \( \mathcal{E}_{op_i} \) is generated to minimize toll (Section 4) and hence could be imbalanced. Observe that \( c(\mathcal{E}_Q, \mathcal{D}) \) is dominated by the maximum cost of individual sites (Section 2.2); hence imbalanced workloads increase \( c(\mathcal{E}_Q, \mathcal{D}) \).

In light of this, rebalancing works by iteratively applying an \textbf{atomic rebalancing} operator \( \kappa_B \) to optimize \( \mathcal{E}_{op_i} \) under its allocated toll budget \( B_i \) (Section 4) for each operation \( op_i \), such that (a) the optimized sub-plan \( \kappa_B(\mathcal{E}_{op_i}) \) is guaranteed to have a lower cost than \( \mathcal{E}_{op_i} \), and (b) \( \kappa_B(\mathcal{E}_{op_i}) \) incurs at most \( B_i \) of toll. That is, \( \kappa_B \) makes use of toll allowance \( B_i \) on \( op_i \), and re-distributes the work units handled by \( \mathcal{E}_{op_i} \) in a more balanced and optimized way, to reduce the cost of \( \mathcal{E}_{op_i} \).

However, there are two key challenges to rebalancing.

(C1) How to design \( \kappa_B \) such that it can optimize \( \mathcal{E}_{op_i} \) in an optimal way under a given toll budget \( B_i \) on \( op_i \)?

(C2) How to distribute the total toll budget \( B \) over all sub-plans of \( \mathcal{E}_Q \) (i.e., operations of \( Q \)) so that the total cost reduction of \( \mathcal{E}_Q \) is maximized?

We tackle (C2) by iteratively allocating toll budget to individual sub-plans of \( \mathcal{E}_Q \) in the same spirit of the gradient descent algorithm [38] for optimization problems Below we focus on (C1): we propose operator \( \kappa_B \) and show that it is a near-optimal design of its kind.

Given a sub-plan \( \mathcal{E}_{op_i} \), operator \( \kappa_B \) works in two phases: (1) it first re-distributes the work units of \( \mathcal{E}_{op_i} \) across \( n \) sites subject to a toll budget \( B_i \) allocated to \( op_i \); this yields plan \( \mathcal{E}'_{op_i} \), that guarantees to reduce the cost; and (2) it then prepares the answers of \( \mathcal{E}'_{op_i} \) for \( \mathcal{E}_{op_{i+1}} \) that is subsequent to \( \mathcal{E}_{op_i} \).

Below we focus on phase (1) of \( \kappa_B \). We parameterize \( \kappa_B \) with an integer \( k \) that controls the degree of changes to \( \mathcal{E}_{op_i} \); the larger \( k \) is, the larger cost is reduced but more toll is consumed. We denote by \( \kappa_B[k] \) the operator \( \kappa_B \) instantiated with \( k \). We apply \( \kappa_B[k] \) to \( \mathcal{E}_{op_i} \) by selecting \( k \) work units of \( \mathcal{E}_{op_i} \) for re-distribution, to reduce its parallel execution cost.

It is nontrivial to pick \( k \) units that inflict the lowest cost. Below we first provide an algorithm for unit selection, and then prove that it is near-optimal among all such algorithms.

Algorithm \textbf{ReBal}. The algorithm, denoted by \textbf{ReBal} works as follows. Given a sub-plan \( \mathcal{E}_{op_i} \) of \( \mathcal{E}_Q \) computed in Section 4, a database \( \mathcal{D} \) over \( n \) sites \( S \), a data sharing pact \( \rho \) and parameter \( k \) for \( \kappa_B \), \textbf{ReBal} returns an optimized sub-plan \( \mathcal{E}'_{op_i} \) by re-distributing \( k \) work units for \( \mathcal{E}_{op_i} \).

More specifically, \textbf{ReBal} first (a) identifies a set \( \mathcal{W}_k \) of \( k \) bottleneck work units for \( op_i \), and then (b) re-distributes them to improve \( \mathcal{E}_{op_i} \). It does (a) by iteratively identifying bottleneck sites, picking and adding its bottleneck work units to \( \mathcal{W}_k \), where bottleneck sites have work units of maximum costs among all. It carries out (b) by assigning work units in \( \mathcal{W}_k \) one by one to sites with least workload \textit{w.r.t.} the cost of executing all work units of \( op_i \).

Analysis. \textbf{Algorithm ReBal} is near-optimal of all algorithms of its kind. More specifically, denote by \( O[k](\mathcal{E}_{op_i}) \) the class of algorithms that optimize \( \mathcal{E}_{op_i} \) by selecting and re-distributing \( k \) work units of \( \mathcal{E}_{op_i} \). Then we have the following.

**Proposition 3:** (1) It is \textit{NP}-complete to find the optimal optimization of \( \mathcal{E}_{op_i} \) by re-distributing \( k \) work units.

(2) \textbf{ReBal} is a 2-approximation of the optimal in \( O[k](\mathcal{E}_{op_i}) \) and is in \( O(n^2 \log n) \)-time. \( \square \)

6 EXPERIMENTAL STUDY

Using benchmarks and real-life datasets, we conducted experiments to evaluate (1) the impact of heterogeneous security protocols on querying shared data; (2) the effectiveness of our toll-minimized planning technique; (3) the effectiveness of our toll-bounded plan optimization; and (4) integration of SMC-based system (SMCQL [9]) and related comparison.
Experimental setting. We start with the setting.

Real-life dataset. We used TFACC, a real-life dataset that integrates the MOT Test Data [32] of Ministry of Transport test for vehicles in the UK from 2005 to 2016, and National Public Transport Access Nodes (NaPTAN) [31]. It has 19 tables with 115 attributes, about 46.7GB of data in total.

We generated 30 RA queries over TFACC. We used 5 query templates with the number \#join of joins varying from 1 to 5. We generated the queries by instantiating the templates with values randomly selected from the dataset.

TPCH benchmark. We also used standard benchmark TPCH [2] with its built-in queries. TPCH generates data using TPCH dbgen [2], with 8 relations. It has 22 built-in SQL queries, which were rewritten into RA queries in our tests. Along the same lines as for TFACC, we also additionally generated 30 random queries with \#join varying from 1 to 5.

Each relation of the datasets was randomly partitioned and distributed over a random subset of the machines (sites).

Data sharing pacts. We used three simple data sharing pacts.

(1) Uniform pact \( \rho_U \). Under \( \rho_U \), the toll functions are of the form \( \mathrm{Toll}_{ij}(X) = c_{ij}(|X|) \) for all pairs \( S_i \) and \( S_j \) of sites, and the coefficients \( c_{ij} \) are from a uniform distribution of \([0, 100]\).

(2) Power law pact \( \rho_P \). Under \( \rho_P \), the toll functions are similar to those under \( \rho_U \) except that the toll coefficients are from a power law distribution of \([0, 100]\).

(3) Constant pact \( \rho_{\text{const}}[p] \). Under \( \rho_{\text{const}}[p] \), for any pair of sites \( S_i \) and \( S_j \), \( \mathrm{Toll}_{ij}(X) \) is either a random constant \( C_{ij} = C \) or \( +\infty \), where the probability of \( \mathrm{Toll}_{ij}(X) = +\infty \) is \( p\% \).

Implementation. We developed a prototype system, referred to DASH (DatA SHare), for querying shared data under a heterogeneous data sharing pact such as \( \rho_U \), \( \rho_P \) and \( \rho_{\text{const}}[p] \).

Prototyping. DASH employs PostgreSQL as the DBMS at each site. It implements the framework of Section 3 as the query planner to generate distributed plans. By default, DASH uses PostgreSQL to execute plans at each site. Given a toll budget \( B \), DASH employs the techniques of Sections 4 and 5 to generate plans subject to \( B \) while minimizing parallel cost. If \( B \) is not specified, DASH generates plans with minimized toll.

Baselines. We are not aware of any existing systems that query shared data and support heterogeneous security protocols. Nonetheless, we designed and implemented three variants of DASH as baselines for comparison:

- \( \text{ONE} \): selects the best site \( S_s \) to evaluate a query \( Q \) centrally at \( S_s \), \( i.e., \) transferring all queried relations to \( S_s \) and executing \( Q \) at \( S_s \); it ensures that at site \( S_s \), the evaluation incurs the minimum toll among all sites.
- \( \text{DASH} \): follows DASH to process operations \( op \) of \( Q \) one by one, but centrally at the best site for each \( op \).

Table 1: Average toll usage per query (Exp-1)

<table>
<thead>
<tr>
<th>Model</th>
<th>TPC-H</th>
<th>TFACC</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \rho_U )</td>
<td>( \text{DASH} )</td>
<td>( \text{DASH} )</td>
</tr>
<tr>
<td>( \rho_P )</td>
<td>10.56</td>
<td>1455.02</td>
</tr>
<tr>
<td>( \rho_{\text{const}}[5%] )</td>
<td>30.4</td>
<td>70.08</td>
</tr>
<tr>
<td>( \rho_{\text{const}}[10%] )</td>
<td>31.49</td>
<td>84.96</td>
</tr>
<tr>
<td>( \rho_{\text{const}}[20%] )</td>
<td>45.47</td>
<td>( +\infty )</td>
</tr>
<tr>
<td>( \rho_{\text{const}}[50%] )</td>
<td>74.88</td>
<td>( +\infty )</td>
</tr>
</tbody>
</table>

\( ^* \text{In all toll functions } \mathrm{Toll}_{ij}(X) = c_{ij}|X|, |X| = 1 \text{ if } X \text{ has } 1 \text{GB of size.} \)

Configuration. The experiments were conducted on 20 Linux servers, each with 6-core Intel i5-8400 2.8GHz CPU, 32 GB of memory and 1TB of HDD. The instances are fully connected with high speed intra-network channels. By default, we used model \( \rho_P \), entire TFACC, 32 GB of TPCH, and all queries.

Experimental Results. We next report our findings.

Exp-1: Impact of heterogeneous security protocols. We first evaluated the impact of security protocols on toll consumed by query evaluation over the distributed datasets. We evaluated all queries over both datasets under all three data sharing pacts \( \rho_U \), \( \rho_P \) and \( \rho_{\text{const}}[p] \), when \( p\% \) ranges from 5% to 55%. Table 1 reports the average toll usage per query by all four methods. The results tell us the following:

(1) Different security pacts charge toll differently. Under \( \rho_{\text{const}}[p] \), some TFACC or TPCH queries cannot be answered with a finite toll by DASH\(^*\), DASH\(^\#\) or ONE when \( p \geq 15\% \), while DASH can answer all the queries even when \( p = 50\% \).

(2) On both TPCH and TFACC, DASH consistently generates plans that incur the minimum toll under all the security pacts. For example, on TFACC under \( \rho_P \), the average toll consumption per query of DASH is 45.2, 1.8 and 1.7 times less than that of DASH\(^*\), DASH\(^\#\) and ONE, respectively.

Exp-2: Effectiveness of toll-minimized planning. We next evaluated the effectiveness of toll-minimized planning of DASH. We tested the average toll usage per query for query evaluation when varying the sizes \( |D| \) of datasets from \( 2^4 \times |D_{\text{max}}| \) to \( |D_{\text{max}}| \), where \( |D_{\text{max}}| = 46.7 \text{GB for TFACC and 32 GB for TPCH.} \) As reported in Fig. 3a for TPCH, we can see the following. (a) Over larger datasets all methods consume larger toll, as expected. (b) However, DASH consistently charges much smaller toll than the other methods, \( e.g., \) 3.48, 7.83 and 91.51 times less than ONE, DASH\(^\#\) and DASH\(^*\) on average over TPCH, respectively; moreover, the gap increases with larger \( D \). The results for TFACC are similar (see [5]).
Exp-3: Effectiveness of optimization. We next evaluated the effectiveness of toll-bounded query optimization of DASH. We compared with a variant of DASH, denoted by DASH\textsubscript{no}, which turned off the optimization of Section 5. We evaluated the average query evaluation time of DASH and DASH\textsubscript{no} with all queries, full datasets, and a total toll budget \( B_m = 10|D| \), where \(|D|\) is the total size of the dataset of all sites. To favor ONE, DASH\textsuperscript{0} and DASH\textsuperscript{-}, we set \( B_m \) large so that these baselines can answer all the queries within the toll budget.

1) Varying toll budget. Varying the total budget \( B \) from \( 20\% B_m \) to \( B_m \), we tested the query evaluation time of all methods. The result for TPCH is reported in Fig. 3b and shows the following. (a) DASH is the fastest among all. e.g., DASH is 1.86, 14.54 and 14.02 times faster than DASH\textsuperscript{-}, DASH\textsuperscript{0} and ONE, respectively, when \( B = B_m \) on TPCH. (b) The optimization of DASH is effective: DASH\textsuperscript{0} is on average 2.76 and 2.55 times faster than DASH\textsubscript{no} on the two datasets, respectively. (3) Varying datasets. Varying the size of datasets in the same way as Exp-2 with full toll budget \( B_m \), we tested the average evaluation time per query. The results on TPCH is given in Fig. 3c (the results on TFACC are similar and omitted). Similar to Exp-3(1), DASH consistently performs the best among all the methods, and does better when the datasets get larger.

Exp-4: Integration with SMCQL [9]. We evaluated the feasibility and performance of integrating DASH with SMC systems such as SMCQL [9]. We took SMCQL as the capsules for DASH and denote the integrated system by DASH\textsubscript{smc}. We evaluated the performance of DASH\textsubscript{smc} and SMCQL over 1 GB of TPCH (SMCQL does not scale to larger datasets). In particular, to simulate the case study of Example 1, we used 20 machines and partitioned them into three groups, with 2, 10 and 8 machines representing governments, hospitals and insurance firms, respectively. To favor SMCQL and prevent DASH\textsubscript{smc} from bypassing SMCQL capsules, we set the protocols the same as Fig. 1 except that (a) insurance machines do not send data to hospitals, and (b) all computations over insurance machines must use SMCQL capsules.

We randomly distributed TPCH relations over the machines. Using three TPCH queries Q4, Q12 and Q19 (simplified due to the restriction of query support on SMCQL), we evaluated the performance of DASH\textsubscript{smc} and SMCQL.

1) SMCQL can be naturally integrated into DASH as capsules and becomes more practical in the heterogeneous setting. DASH\textsubscript{smc} is on average more than 18.89 times faster than SMCQL (SMCQL cannot finish within 48 hours for all cases).

2) DASH\textsubscript{smc} improves by 1.83 times when \( B \) increases from \( 20\% B_m \) to \( B_m \) while SMCQL is insensitive to \( B \) (Fig. 3d).

Summary. We find the following. (1) Security heterogeneity has a big impact on querying shared data. (2) Our proposed method effectively reduces both toll consumption and parallel execution cost. On average DASH consumes 2.59, 4.64, 69.47 times less toll than ONE, DASH\textsuperscript{0} and DASH\textsuperscript{-}, respectively, and is 14.16, 14.44 and 2.2 times faster. (3) Existing systems can be integrated with our method as capsules and alleviate efficiency bottleneck in the heterogeneous setting; it speeds up SMCQL by 18.89 times over 1GB of TPCH.

7 CONCLUSION

We have made a first attempt to study query answering under heterogeneous security models. We have abstracted security heterogeneity, formalized the problem of querying shared data, studied its complexity, and developed approximate algorithms for generating distributed query plans. Our experimental study has shown that our method is promising in reducing both security charge and parallel execution cost.

The work aims to demonstrate the need, challenges and feasibility of querying shared data with security heterogeneity. We are currently evaluating costs incurred by enclaves, Docker, secure communication channels and various encryption schemes, in order to make our toll functions more accurate. We are also developing a guidance for practitioners to set up a realistic toll budget for answering their queries.
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