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Distribution Network Capacity Assessment:
Variable DG and Active Networks

Luis F. OchoaMember IEEE, Chris J. DentMember IEEE, and Gareth P. HarrisoMember IEEE

Abstract—Increasing connection of variable distributed
generation, like wind power, to distribution networks requires
new control strategies to provide greater flexibiliy and use of
existing network assets. Active Network ManagemerfANM) will
play a major role in this but there is a continuing need to
demonstrate the benefit in facilitating connection of new
generation without the need for traditional reinforcements. This
paper proposes a multi-period AC Optimal Power Flow(OPF)-
based technique for evaluating the maximum capacityof new
variable distributed generation able to be connectk to a
distribution network when ANM control strategies are in place.
The ANM schemes embedded into the OPF include coadrdited
voltage control, adaptive power factor and energy wrtailment. A
generic UK medium voltage distribution network is analysed
using coincident demand and wind availability dataderived from
hourly time-series. Results clearly show that very high
penetration levels of new variable generation capiéig can be
achieved by considering ANM strategies compared tthe widely
used passive operation (i.e., ‘fit and forget). Ta effects on
network losses are also discussed.

Index Terms—Distributed generation, wind power, optimal
power flow, active network management, distributionnetworks.

|. INTRODUCTION

time. Firm connection would require that the DG axify be
restricted despite the opportunity for much higlesrergy
production. The alternative is a ‘non-firm’ conrientwherein
the DNO may curtail the output of the renewableggator at
low demand [5, 6]; this allows connection of largenerators
but at the expense of lost production [5]. In additto
generator curtailment, the use of real-time contesid
communication systems forming an active network
management (ANM) system may better integrate anudo#x
the different network assets and participants. @elsesuch as
coordinated voltage control, dynamic ratings, povastor
control and automatic restoration can improve
controllability and reliability of the distributionetwork [5-9].
Despite being acknowledged by utilities and acadenand
with a few notable implementations, such as then@ykANM
scheme [6], ANM has not yet been deployed widelg tw
regulatory and commercial barriers [10, 11]. Intpis is due
to a need to justify investment in the control and
communications infrastructure in terms of the biedb the
DNO and wider stakeholders. These include avoidaoice
primary asset investment, increased capacity ofpaaduction
from renewable generation as well as reliabilitpiovements.
A key aspect of this process is gaining an undedstg of the

the

NTEGRATION of renewable energy sources creatégvel of new renewable generation capacity that ten

significant technical and economic challenges

faupported by the network without network upgrades.,(

Distribution Network Operators (DNOs) and develaperreinforcements) whilst maintaining operational tisnilndeed,

Despite potential benefits, such as reduction afsds or
investment deferral [1-4], planning issues, theulzgry
framework, and the availability of resources, hérsted the

a method to quantify the available capacity heaareoould
allow stakeholders to determine the most apprapriat
regulatory, commercial and technical strategies bttter

DNOs and developers in their ability to accommodateanage the distribution networks.

distributed generation (DG).
Many of these difficulties relate to ‘fit-and-forgygolicies

A better locational understanding of spare conpacti
capacity can be obtained by a network capacitysassent

where ‘firm’ connections mandate that DG is ableotdput [12-14]. The problem of adequately, or ‘optimallgiting and
full capacity irrespective of network configuratiokssessment sizing DG units has become the focus of a numbetudfies.

of connections focuses on worst-case network ciomdit Using techniques ranging from impact indexes [1b-ik8
normally maximum generation at minimum demand. ¥thilanalytical approaches [19, 20], and from metahgcsi§21-
reasonable for firm energy sources, with varialgleewables 23] to linear [5, 24] and non-linear programmingeliAC
maximum generation may occur infrequently and trestv Optimal Power Flow (OPF) [12-14, 25, 26], resealwds
case situation tending to occur for a relativehabramount of considered the impact of technical, economic and
environmental aspects on the optimal placement &. D
Although some approaches found in the literaturéodsome
extent consider the inherent time-varying behaviolutoads
and (renewable) generation patterns [18, 23, 2}i,tB&re is

an absence of methodologies that perform capacity
assessments of variable renewable generation based
industry-accepted optimisation techniques such BE.Grew
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have considered and accounted for the use of inivevaand cost effectiveness.
network management schemes although a comparison offhe approach is based on reducing hourly timesetéda

decentralised and centralised voltage control omimab
capacity was presented in [28] using a snhapshatoapp. A
more sophisticated approach is essential when derisg the
use of generator curtailment wherein the ultimasbility of
the renewable generator depends on the degreetaficent.
Here, a multi-period AC Optimal Power Flow techrédfor
evaluating network capacity for accommodating \deaDG
is proposed to offer a means of measuring the itnpaBNM

to a set of scenarios where for each hour demardi an

generation potential is allocated to a series afs b{or
‘periods’, denoted bym). The inter-relationships between
demand and generation potential are preservedtheih joint
probability defining the number of coincident hodirs., time
duration, 7,,) over the year. Fig. 1 presents an example of how

these multiple scenarios can be visualised withendetail
given in Section IlIl.A. True multi-periodicity ischieved by

on connectable renewable capacity, and consequemf¥yiding each scenarionf with a different set of power flow

increasing the harvesting of energy. In additioretiectively
handling the time-variation of multiple renewablées and
demand, it also considers a range of active nettemtkniques

to allow maximum absorption of renewable generati

capacity while respecting voltage statutory linatsd thermal
constraints. Active network management control @igms
including coordinated voltage control of transformeand
voltage regulators, adaptive power factor contrud @nergy
curtailment are embedded within the formulation.

This paper is structured as follows: Section llsgrds the
formulation of the multi-period AC OPF together withe
inclusion of active network management. Sectiorillliktrates
a method for aggregating times-series generationdamand
data and the application of the capacity assesstaehhique
with a generic UK medium voltage distribution netko
Results clearly show that very high penetratiorelewof new
variable generation capacity can be achieved byidering

variables whereas a uniquiter-period set of generation
capacity variables |, ) is used throughout the analysis. This is

Oﬁpown schematically in Fig. 2.

Period m: Scenario with 70%
peak demand and 100% of
generation capacity, T, =559hrs
Period n: Scenario with 100%
peak demand and 0% of
generation capacity, Tp =2hrs

% of

Generation
80

Capacity
@ 100 /

Fig. 1. Example multiple periods: coincident hoofslemand and generation.

% of Peak
Demand

920

ANM strategies compared to the widely used passive

operation (i.e., ‘fit and forget’). The effects aptwork losses

are also discussed. Finally, sections IV and V wiscand
conclude the work.

Il. PROBLEM FORMULATION

A. Multi-Period AC Optimal Power Flow

Network characteristics such as voltage and thelimits,
losses, topology, demand behaviour and potentialtions for
renewable developments, present a number of clgaiéewhen
formulating the DG capacity allocation problem as
mathematical optimisation model. In [12-14], theligband
robustness of using AC OPF to maximise generatapacity
and, therefore, identify available headroom was alestrated,
although only using a single, deterministic gerieratand
demand scenario. Extending significantly the wor&spnted
in [29], the approach proposed here uses the mneaii
programming (NLP) formulation of a multi-period AGPF
adapted to determine the maximum DG capacity ableet
connected to a given network.

The objective of maximising DG capacity (and with
associated energy capture) within the physicaltditiuins of
the network and with economically sound levels wtailment
and capacity is entirely credible as the unbundizire of the
distribution business in Europe means that the N@s not
consider energy delivery beyond ensuring that #tevork can
physically handle the power flows with acceptatdéability

Period 1 Period m Period M

Multi-period \l\/lel Powgr !njeclionsl Net Pow_er !njeclionsm Net Pow_er !njeclionsM
N oltage limits, Voltage limits,,, Voltage limits,,
variables and Thermal limits, *| Thermal limits | **| Thermal limits,,
parameters etc, etc,, etcy,
Inter-period T
variables and P,
parameters 9

Fig. 2. Multi-period interdependency, wherés the total active capacity of
generatog.

The basic multi-period AC OPF formulation maximisies
total active DG capacity of a set of generatof3 (indexed by
g) across the set of periot¥s (indexed bym), according to the
following objective function UmO M ):

max g% P, (1)

It is subject to a range of constraints. Voltagebusb (B,
set of buses) are constrained by max/min levgfs’:

Vy <V,,<V; ObOB @)

Constraints on the flow at each end of lines aadsfiormers|,
i(L, set of lines):

(6527) +(157°) = (1) 3)

where %27 and f-??are the active and reactive power

oroL

injections at each end of the branch (denoted 123mahd f,*

is the apparent power flow limit on the branch (8e@endix
for full formulation).



Kirchhoff's current law describes the active andatere
nodal power balance]bOB:

Y PontdifTa= D Pt D Pua

I0LIBM%=b 900G, |B,=b XJX|B,= b (4)
Y Gutdi.= D P@fan@ )t Y d,, (5)
10L|82=b 90G, |8y =b XIXB=b

Here, (p, q);rn are the total power injections onto linesbat

; 1(P.Q) 2,(P.Q). (P.Q
e, foo+ £ 07 and dy )

3

the corresponding distribution secondary voltagerenDG
capacity might be connected [5]. Thus, in each guokeithe
secondary voltage of the OLTC will be treated asaable,
rather than a fixed parameter, while maintaining \alue
within the statutory range:

V.o <V <V

boLre boLre,m boLre
2) Adaptive Power Factor Control (PFc)
Depending on the technology utilised by the disiiol

O

are the peak active or reactivgyenerator, operation at leading, unity or laggingver factors

demands at same bus periodm, 7., is the demand level is feasible. (For clarity, termkeading and lagging will be
relative to peak andw, is the generation level relative tof®Placed in the text hereafter lmppacitive where reactive

nominal capacity as dictated by the variable (reai®e)
resource in that period. If required, the reactpaver line
injections (5) can be adapted to include shunt cgpzce.

The distribution network has external connectiohghe
Grid Supply Point (GSP) substation as well as aaenectors.
Both can export power so the import/export constsaat the
GSP or interconnector(X, set of external sources), are:

P < Pm< P,

4 <Gn<d
The GSP is taken as the reference (slack) husvith the
voltage angle set at zero, i.€, ,=0.

} Ox0 X (6)

No capacity constraint is placed on the new DGsusiitice
the aim is to maximise their real power output. IFéevel
constraints are not considered here, but can also
implemented [26].

Generally speaking,

power is injected by the generator, aimtuctive power
factors, respectively). However, the ability of D@its to offer
‘dispatchable’ or adaptive power factor controllwitimately
rely on the existence of an appropriate ancill@nyise market
or through requirements in the connection agreentderte, it
is envisaged that DG provides such a scheme wittptwer
angle of each generatog, ,, considered as a variable. In

practice DG will be required to operate within atam range
of power factors (05*') ); the following constraint applies:

b <Gns?, (€)

3) Energy Curtailment
The network characteristics and wind power pattenay
result in voltage and thermal limits restricting @@pacity in
other cases at minimum demand or at other timegaiGuent
df the DG active power output is an option to dliéw such
problems [5, 30]. Power curtailment is formulateereh by

the traditional (passive) netwoadding a negative generation (or positive demarat)alile

approach would set the substation secondary vottagefixed ( p;f*;) at the same location of each DG unit; solely aiffey

value (e.g.Vs;s= 1.03pu), and operate DG units at consta{ﬁ

power factors (e.g.cos(%,m)

all load conditions. In practice, DNOs may vary tizeget
distribution voltage, often seasonally, but no dyita
behaviour occurs. With power factor, load condisi@ne taken
into account in some countries but power factorsaia at
specific values or within ranges and is not acyiwispatched.

B. Incorporating Active Network Management

With ANM, DNOs will be capable of optimising use ofyg capacity

their assets by dispatching generation, controldg Cs and
voltage regulators, managing reactive power,

reconfiguring the system [5, 8, 9]. Implementatioh such
schemes will require complex control techniques levithe
actual actuation of devices (e.g., tap changer$)depend on
their respective response time-scales.

As the pexpo

e constraints related to active and reactive hqaaver

= 0.95 leading or lagging) over pgjance. Thus, (4) and (5) are, adapted by addimgst

> pin and > pen tan(qag' m) , respectively.
4G, oG,

In general, limiting the power production of DG tgni
requires appropriate DNO and regulatory policiesatiow
non-firm commercial arrangements and will ultimptdie
assessed by developers on economic grounds. Toirexane
impact of different allowed levels of curtailment @verall
the total amount of curtailed enengnf each
DG will be restricted to a curtailment factdy,, , a percentage

and

of the potential energy that could have otherwisserb
delivered by each DG. The following constraint doiks:

z p;‘:ﬁrms curt|: z pw.r m:| OgOG (9)
mJM M

technique is designed for use at the planning sté#ges \where r,, is the duration of periodn. The curtailment

assumed that network components respond immedidtely

control actions, and have effectively one (steats)e in each
period (n). Thus, in addition
traditionally used in AC OPF formulations (e.g.tage and
thermal limits), variables and constraints derifesim ANM
schemes must also be incorporated in the method:

1) Coordinated Voltage Control (CVC)

By dynamically controlling the OLTC at the substatiand

variables p

curt
g,m

need to be limited to the output gfat the

to network constraintgorresponding period:

curt

Pym S WP, LUgUG (10)

C. Implementation

The method was coded in the AIMMS optimisation
modelling environment [31] and solved using the G
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3.14A NLP solver. The method is able to cater for more than one type
resource. To illustrate this, the second wind pecfiVP2) is
lll. CASESTUDY now also considered. The extra wind profile reciitbe
In this section the multi-period AC OPF technique jaggregation of demand/generation levels to be Ieseded
applied to a generic UK distribution network. Fitsie method Pased on their mutual joint probability. As shownFig. 5
for aggregating times-series generation and derdatel from (left), for each range of generation capacity & finst wind
single and multiple sources is detailed. Next, mieo to Profile, a ‘layer with the coincident hours of
demonstrate the method as a DG capacity analysis @ demand/generation is created for the second windepo
simplified version of the network is studied withlpa single Profile. Although this approach may seem to cremtarge
DG unit connected. Subsequently, and increasing tAgmber of demand/generation scenarios, due to the
complexity, the ability of the technique to detemmicapacity 9e0graphical correlation of the wind data used hené/ 146
across several DG units is also investigated bgidening the Periods contain non-zero number of hours. Figigh{y shows
full network and two different wind power profileBinally, this. For WP2 the capacity factor increased froa8Qo 0.52.

the computational performance is briefly discussed. o Wind__ ) Dem/and
A. Time-varying Generation and Demand o8 | |
A sample of the hourly demand for central Scotlem2003 EZj i

is shown in Fig. 3 [32] along with coincident wipdoduction
of two different wind sites (named here, WP1 and2VA he
wind production data was derived from UK Meteordabad)
Office measured wind speed data and have beengzetand
applied to a generic wind power curve [32]. Whibe lemand
there is a clear seasonal and diurnal pattern,wiod the
pattern is less clear, although it tends to be rsapeificant in
winter months. Moreover, due to the geographicedation of
the studied wind profiles, the potential for windwer
production is to certain extent similar. Howeveonh Fig. 3 it ] )

s evident that particular (and sometimes criticgiinandiwind |18, ST 00 00 e R e Ta2) Two different
scenarios could be lost if only one wind profiledopted. wind profiles are considered: WP1 (black line) &B2 (grey line).

One way to reduce the computational burden of laifok-
series analysis is to use aggregate wind avaiabidind
demand into a manageable number of wind/demandcagosn
based on their joint probability of occurrence. Tderation’
of each scenario is then the number of coincidentswhich
it represents.

Considering the first wind profile WP1 alone, Fig.

presents the coincident hours for each of the stEnased 4
here. It breaks the demand and generation setiesaiseries
of bins: to illustrate the process, 10 ranges femand (e.qg.,
[0,10%], (10%,20%],...) and 11 ranges for generafiemwy.,
{0}, (0,10%], (10%,20%)],...) are used. With demandver ”gi;iizk\
below 0.35pu (during summer), only 74 non-zero ades are
effectively considered in the analysis (Fig. 4ht)gDue to the
aggregation process (using the upper values ofattapted
demand scenarios), both the capacity factor ofvtimel data
and the load factor of demand increased from 04145, and
from 0.63 to 0.68, respectively.

In this particular case, Fig. 4 shows that mosthef time
generation levels are relatively low. This coulglynthat only
large wind power capacities would be able to offsgnificant
amounts of load. Low demand (40%) and high wind
availability (60 to 100%) present relatively fewimcident
hours. Therefore, as for firm connections if onlgrst case
scenarios are assumed such as minimum demand-nraximu
generation, generation capacity could be constiaimore
than is necessary.

0.2
0.0

Wind
N [

) "’H‘ | lill 55\ ‘ ! |
N

Summer: July

Hours/year

o

10 103 158 192 127 53 | 2
43 303 451 515 339 156 11
20 136 226 336 175 73 15
16 147 201 276 138 45 6
1179 170 212 113 41 4
7 63 130 161 84 33 7

60 147 172 85 41 4
40 132 143 95 33 4
48 123 176 90 42 8
54 144 212 110 48 6
63 257 559 305 152 16 |100
40 60 80 100

% of Peak Demand ——

N
1S3

[=23 £
3 o
<4—— % of Generation Capacity

@
S

Fig. 4. Coincident hours for each of the demanu#gstion scenarios.
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o

<+—— % of Generation Capacity (Wind Profile 1)
IS
S
e e e N N e W e N

curtailment. The passive management case is rdfesras ‘no
DR mla]e CVC'. The corresponding results are presenteddn Fi

211 319 356 238 100
92 132 159 101 56

10 The coincidence of minimum demand and maximum
generation is normally regarded as the ‘worst casehario
for voltage rise in the DG feeder and therefore thain
constraint on capacity. In this particular netwdréwever, it is
during maximum demand conditions that low voltageshe
end of the feeder without DG (buses 11 and 12) gorethe
voltage at the busbar (bus 2) being set too lowsuddh, there
is a restriction on the ability of coordinated agjé control of
b the OLTC and VR, to significantly increase the oectable

=
1)
B wlle
@
a

@ &

50 71 104 45 22
78 132 200 115 47
8 23 32 15 4

% of Generation
Capacity
(Wind Profile 1)

N
S

0

8

3

6

8

1

9 19 25 6 2 0

88 139 181 98 29 4
50 43 70 34 14 2|50

4

0

5

2

3

1

1

3

w
S

57 113 167 71 23
22 57 45 42 18

34 84 114 54 18
29 46 47 30 15

@
S

N
]
% of Generation Capacity (Wind Profile 2)

21 66 76 33 18
39 81 96 52 23

@
3

. - 0 - 2457 79 48 10 1] DG capacity above the passive management case. The
16 75 64 47 23 90 . . . . .
— % of Generation TR b limitation on voltage regulation also influences eth
% of Peak Capacity 80 | . .
Demand (Wind Profile 2) 0 18 10 14 7 0fwo effectiveness of adaptive power factor controlhaligh

©
3

54 144 212 110 48 6 |100

——— 0| . progressively more inductive power factor allowsren®@G
& 29 555 29 141 16] 100 capacity by restricting DG feeder voltage rise. [ies the

% of Peak Demand ——> limitations imposed by the network, for the sinBi& unit, the
Fig. 5. Schematic example of how the coincidentrbare obtained for the combination of CVC and PFc allows a DG penetratibh5%

two wind profiles (left) an coincident hours forokeof the scenarios (right).  relative to peak demand. This represents capavitease of
The extra resource requires a set of new generatdt® or 500 over the passive management case.

formulation, G, indexed bygy, to be included, requiring new |1 can be seen in Fig. 7 that the cases that employ
variables and parameters similar to those foiGs€¢.g., B, .  curtailment of the wind production have much moeaeyation
@, m+ @,)- The objective function (1) and the correspondirggpacity able to be connected. This is achievecbbgtraining

. . generator output at maximum demand and other key
Eonstr;allgtsth(?-t(s), (8)_(101 arfe update;d ac:j:orlghrlg shou!ld conditions whilst maximising production at othemdis.
e note atthe rlew .Se of generators does sarlly Together with the CVC and PFc schemes, a 2% limit o
affect the processing time of the method. The nunddfe

. ) . energy curtailment almost doubles the wind powgracdy
scenarios and network _ele_ments_(lmes, OLTCs, ¢otamector, reaching 29% penetration, and this figure goes aiE1%
etc.) will have a more significant impact.

- S . . when the curtailment limit is set to 10%. Theserespnt three
It is important to highlight that the analysis afircident

L .to four times more network capacity than passiveagament.
hours can be extended to any energy mix including pactty P a9

conventional (e.g., CHP, hydroelectric) and rendedb.g.,

.
o
S}

slo of[v]lo olle =lo ollv wl|~ slle ~ of|- 5 ~

2 3

wave power, tidal current power) sources. | (193,039) ecew

H H . (P, Q) Demand (MW, MVAr)
B. Simplified EHV1 Network — Single DG osp [4 c toe are

The first analysis considers the connectable capadia W
wind farm in a simple network. Fig. 6 shows the Sified — jueos .
EHV1 Network from the UK Generic Distribution Syste oLTC 196,00 | (2.85,0.58)
(GDS). Full data for this 16-bus 33kV rural weakheshed 8| © I_% B0 L ostom
network is available in [33]. The feeders are sigapby two G20 209 v Toss.o =
identical 30MVA 132/33kV transformers. The GSP agh is p4eroa
assumed to be nominal. In the demand-only cas®(@) the 4|—>7 T .
OLTC at the substation has a target voltage of@pQ3at the 41‘1‘7
(0.58,0.12)

secondary. A voltage regulator (VR) is located lestwbuses
8 and 9, with the latter having a target voltageldi3pu.

Voltage limits are 6% of nominal, reflecting UKagutice. A

single DG unit is located at bus 16 driven by thgragated
wind profile WP1. The total peak demand is 38.2MwWthe

demand-only case (using the aggregated demandegr@fdom

Fig. 4) the annual demand is 229GWh with loss&s2%0.

The demand/wind scenarios from Fig. 4 along withrsge
of passive and progressively more active networkagament
schemes were applied to the network. The maximund wi
power capacity that can be accommodated at nodevakt
investigated considering: the coordinated voltagmtrol
(CVC) of the OLTC and the voltage regulator; adaptower
factor control (PFc); and different maximum levets

Fig. 6. UK GDS Simplified EHV1 Network [33] at miaxum load.



Maximum
DG Capacity

CvC+

no Curtailment

~

Fig. 7. Simplified EHV1 Network: Connectable DGpeaity (in MW) with
ANM strategies (c: capacitive, i: inductive, andcPBRdaptive power factor
control).

Maximum Capacity Usage (%)
100 00.98 (c) @ Unity
00.98 () OPFc

75

Units Lost (%)

—= —>

50 +

* x| * % %
5% 10%
+—no Cut —»+—— CVC+ ——

Curtailment

T T —
no CVC CVC 2% noCvC CvC 2% 5% 10%

<«—no Cut —»+—— CVC+ —

Curtailment

Fig. 8. Maximum loading of the branches (left) dodses (right) for the
cases in Fig. 7. Maximum capacity usage correspotmdsthe GSP
transformers, except * which refers to line 15-16.

The impact of the combinations of ANM schemes an t
usage of the most heavily loaded transformer @ isnshown
in Fig. 8 (left). At times of zero wind power andgk demand,
70% of the GSP transformer capacity is used. Howeae
greater DG capacities, the line connecting the wiadn
reaches its maximum transfer capacity. As for Iesség. 8
(right), it is clear that these increase at high€r penetrations.
With curtailment, losses exceed the demand-onlg.cas

C. Full EHV1 Network — Multiple DG and Resources

The analysis is now extended to the full EHV1 nekwo
(Fig. 9) for multiple generators and multiple resms.
Specific data for the 61-bus 33/11kV weakly meshetivork
is available in [33] and much of the operating pesuidentical
to the simplified network (e.g., GSP transformepawity and
VR voltage). The interconnector, treated as a PV, has a
target voltage of 1.00pu and is able to provideddbd 5SMVA.
In the original demand-only case, the OLTC at thiestation
has a target voltage of 1.045pu at the secondasy bhe
OLTCs on the 33/11kV distribution transformers haverget
voltage of 1.03pu (to ensure supply on the rurddVlfeeders
within voltage limits). While the same demand cleteestics
apply, the losses
comparable with typical UK rural networks.

Six wind generation sites are available. Three ébusl 05,
1106, 1108) are considered sufficiently close gapigically to
all use the WP1 profile. The network contains aseabcable

6

(line 318-304) connecting the ‘mainland’ with adaid on
which the other three sites lie (1113, 1114, 11T%hese are
close together and enjoy approximately the samed win
resource but this is sufficiently distinct to thoat the mainland
to require the use of the second wind power proie2).

The simulations were re-run for this more compléxagion
using the multi-resource demand/generation scendFiy. 5,
right). The aggregate DG capacity that can be ottedeo the
six sites has been evaluated for all control moaed the
results are shown in Fig. 10. Due to the numbepaiéntial
locations and their corresponding proximity to Isactlatively
high values of connectable DG capacity were fouhde
major capacity constraints imposed by low voltagesthe
parallel feeders experienced in the single DG eXamape not
as obvious in this example as there is DG on méghe
feeders helping raise overall voltages. It is cldaat the
greater flexibility offered by adaptive power flmentrol leads
to the largest wind power generation capacitieslincases.
Without coordinated voltage control (‘no CVC’' cas®Fc
alone allows a DG penetration of 85% relative takpgemand
(an increase of around a fifth over passive managémThe
allowable penetration reaches 103% when applyingCCV
while curtailment, permits progressively greateegnation of
wind capacity, reaching 118% penetration for atliofi 2%
and 143% at the 10% curtailment level (i.e., doubpli
capacity).

Fig. 11 presents a breakdown of the connectablergéan
capacity across the six sites. The impact of usogrdinated
voltage control and adaptive power factor control the

Halvailable capacity of each location is evidenttHa passive

management case with fixed 0.98 capacitive powetofa
more than 73% of the total capacity is sited onnfanland
(1108, 1106 and 1105). Adopting the CVC and PFesgs,
however, it is possible to make much more capaoigilable
on the island, increasing it by almost three-faldt46% share
of the total capacity. There are two main reasohy the
mainland is allocated with more DG capacity:

1. The higher capacity factor of the wind profile ugedthe
DG units on the island means that less generatipaaity

is required to meet the local demand and to reaeh t
thermal limits of lines and transformers.

The local load on the mainland is larger than tbatthe
island area, allowing more capacity to be connected

In most cases, the limiting factor was the therfimait of
33/11kV transformers at the DG connection nodes;
reinforcement would be essential for further ingigm.

2.

in the demand-only case are 4.9%,
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Fig. 9. UK GDS EHV1 Network [33] and potential &ions for distributed
wind power generation.
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0.98 ()
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Fig. 10. Full EHV 1 Network: Connectable DG capa¢in MW) with ANM
strategies (c: capacitive, i: inductive, and PRaive power factor control).

Fig. 11 also allows examination of the impact of MN
schemes on the specific capacity available at eaeh There
are a range of capacities at different buses rgnfgom zero
to around 10MW for the cases shown. Across thesescdhe
capacity at several buses, e.g., 1106, remaindasjmvhile

3 8 89 3 9
=1 3 343 pat pai
CVC, PFc | \ FREES “‘Q
CVC, 0.98(c) \ | RS \‘:g
nocve, pre 7] B N
no CVC, 0.98(c) \ \ Rﬁ\b\\ 3 (o 1115)
0 1‘0 éo 50 MW) 4‘0

Fig. 11. Locational breakdown of available DG aadpaacross the sites.
Except for *, 33/11kV transformers at the DG corti@tnodes reached their
thermal limits.

Units Lost (%)

Energy Dependence from the
Transmission Bulk Supply (%)

[00.98(c) @unity @0.98() OPFc|

noCVC CVC 2% 5%  10%
+— no —>+—— CVC+ —— <+«— no Curt —>+—— CVC+
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Fig. 12. Percentage losses (left) and dependem¢beoGSP supply (right)
where the demand-only case represents 100% dependen

no CVC CvVC 2% 5% 10%

B —

D. Computational Performance

In terms of processing time, each case for the Ifieg
network were delivered in around 30 seconds (oiCalPRtel
Core2 2.13GHz, 2.00GB of RAM). The increased coxiple
of the full network (e.g., buses, number of scagrietc.)
raises the duration to approximately 30 minutescpse.

IV. DISCUSSION

A. Application and Limitations

The multi-period AC OPF offers a coherent and robus
method of defining available capacity of distrilutinetworks
for connecting variable generation. The combinatidrthis
together with the embedded active network managemen
schemes are believed to make it a unique toohgpdication
demonstrates some of the benefits of ANM while ¢fiang
areas of concern like losses and it may be appiiezkamine
the cost-benefit of differing combinations of ANMetiveen
decentralised and more extensive systems basedndarou
extensive communications and centralised control.

The method has been designed primarily for distidiou

that at bus 1115 changes significantly, as progrelgsmore systems but is generic as it can handle both meshedadial

ANM is applied, up to the point where its transfemthermal networks. It is also applicable at transmissionelgvor

limit is reached. This suggests that ANM will behefexample, looking at constraint volumes across barties.

otherwise marginal sites more than others. This may be valuable as the two systems become more
As with the simplified network, energy losses irase interdependent and evaluation of DG export and robnt

significantly due to the large volumes of generatiseing becomes more of an issue for transmission systérhiglaer

exported to the transmission grid, particularly emdixed
inductive power factors. Fig. 12 (left) shows thmaal losses
which tend to easily surpass the demand-only case.

renewable penetrations.
One limitation on the realism of the examples i th
granularity of the bins used to determine the ddigmt

generation and demand periods. Here a 10% interaslused
for simplicity but the resolution can be increasdioeit at the
expense of greater numbers of coincident periodissémwer
processing. This is not likely to be a significassue for
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smaller systems but may pose a challenge for |ssgstems. It is important, however, to understand that theess

Further work on this aspect is planned. technical benefits that ANM schemes bring about tres
Here two separate wind profiles were demonstratedsessed in a case-by-case basis since netwonleredable

although ultimately any combination of resource$essible. sources characteristics drive the performance aost-c

However, as further and different generation pesfilare effectiveness of each scheme.

employed the challenge of correctly representingirth

correlations grows [34] along with the number ofnctdent VI. APPENDIX

periods and consequent processing requirementnAgether The real and reactive power flow injections onte #iart
work is planned on this. and end buses of each lihare calculated with the following.
B. Non-firm Connection At the start bus of linedJIOL andOmO M :

The analysis presented here is optimal from therative fl,lﬁf =0 wgzl,m_vﬁl,mm,/ﬁ(z,ml:l

network point of view. However, it does not distiigh _ (11)
between sites in terms of their financial toleranoé [g' B:os(d’ml)m _5A2,m) *h DSIr(J l,m_a—ﬁ?.mﬂ
curtailment and does not consider overall maxiriusabf =2 -v, O/, [
energy capture, Further it does not consider tlseieisof ' ‘ Aom A (12)
curtailment priority within some ANM schemes thaewrder [gl E'Bin(dlil n —ng rn)—Iq Ebo:{d . m_5ﬁ2 m)}
of connection to dictate lastin-first-out rulesr faon-firm - I: | IﬁL . VM o
connection [34]. These are important areas forareseand it 2:" en l:S oflines.] andm )
is believed that the framework offers a sound biasisackling ~ fim =9 Ve Ve D [0
them. _ (13)
o eod0, -0, ) +uosifo, -0, ]
C. Commercial Arrangements and Regulation ’ ' ’ ’
f2Q = -b w2 -v, vV, O
Although the ANM schemes presented here demonstrate '™ Am  gm gLm (14)

§|gn|f|cant |mpact on potential connectlop. volumehkeir . [9| Esin(dﬁz _% )‘b Eboz{d ) m_dgl m)}
implementation will depend on specific commercial :
arrangements and appropriate regulatory incentidest where g, andh are the conductance and susceptance |, of
exarr?ple, DNOS earn a return on the|r assets bt_]t_Ath No respectively; andj, , is the voltage angle &t

additional primary assets are required, implyirdjsincentive
for ANM schemes. In incentive-based regulatory feamrks
the issue of higher losses under ANM is anotheroitamt
consideration as a defined loss reduction incentivay
penalise DNOs as a result of greater DG penetratiothe  divided byt
UK, wind power generally offsets energy supplied te
predominantly fossil-fuelled transmission netwoflherefore

there is also an argument that as ANM deliversrenmental . ,

benefits through greater renewable penetration FEge 12 [} P. P. Barker and R. W. De Mello, "Determininget impact of

- ) gh g ; p ; g e distributed generation on power systems: part adiat distribution
right) this should be recognised explicitly in DNentives systems,"in Proc. 2000 IEEE Power Engineering Society Summer

for active network management. Meeting pp. 1645-1656. _
[2] N. Jenkins, R. Allan, P. Crossley, D. Kirscheand G. Strbac,

When tap changers capabilities existlife.g., OLTCs,
voltage regulators), the corresponding terms ferubltage at

the start bus of the line, i.e\/,ﬁlm, in (11) to (14) must be

whereas; <t <t’.

1,m?
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