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[1] Little is known about the temperature and strain rate dependence of acoustic emission AE activity (AE). Hence, we carried out a preliminary series of flow-through triaxial compression tests on porous sandstones at different temperatures and strain rates. The AE data exhibits clear foreshock and aftershock sequences with respect to the dynamic failure of the test specimen. Significant AE activity starts less than 5 min before sample failure irrespective of the strain rate. The increase in the AE event rate is steeper and the foreshock exponent $p$ is smaller in the slow strain rate tests. It could be the reason why there are no easily recognisable foreshock sequences for most individual earthquakes. The aftershock decay parameter $p$ is a linear function of test temperature as it has also been inferred for natural seismicity. The seismic b-value decreases systematically with increasing deformation rate suggesting a greater proportion of small cracks in the slow strain rate tests. Hence, the AE activity is a function of both strain rate and temperature.


1. Introduction

[2] Acoustic emission (AE) due to microcrack growth precedes the macroscopic failure of a rock sample under constant stress [Lockner and Byerlee, 1977; Yanagidani et al., 1985] or constant strain rate loading [Mogi, 1962; Scholz, 1968]. It is perhaps due to the similarity in their statistical behaviour that acoustic emissions can be considered analogous to earthquake foreshock-aftershock sequences. The temporal [Hirata, 1987], spatial [Hirata et al., 1987] and size distribution [Mogi, 1962] of AE events follows a power law, just as it is commonly observed for earthquakes [Frohlich and Davis, 1993; Utsu et al., 1995]. Such power-law scaling can be considered indicative of self-similarity in the AE and earthquake source process [Hirata, 1987].

[3] Both AE and earthquake data follow the modified Omori law for the earthquake and laboratory aftershock rate $R_a$ that is given by

$$R_a \propto (c_a + t - \tau_m)^{-p}$$

(1)

where $c_a$ is a constant and $\tau_m$ is the time of the main shock [Utsu et al., 1995; Main, 2000]. Similarly, foreshock sequences can be characterised using

$$R_f \propto (c_f + t - \tau_m)^{-p}$$

(2)

where $c_f$ is a constant, $p$ is the exponent for foreshocks and $R_f$ is the foreshock rate. The estimated p-values for earthquake aftershock sequences range from 0.6 to 2.5 with a median of 1.1 [Utsu et al., 1995]. For AE activity the exponent $p$ ranges from 0.8 to 2.3 [Hirata, 1987].

[4] The time evolution of AE and earthquake data also display considerable differences. Laboratory rock fracture is dominated by a large number of foreshocks while seismicity in the Earth’s crust is characterised by an abundance of aftershocks [Main, 2000]. Laboratory studies have also reported a more gradual acceleration of seismic event rate than the few recorded foreshock sequences for earthquakes [Mogi, 1967; Liakopoulos-Morris et al., 1984; Helmstetter et al., 2003]. Our experimental data confirm that the acceleration of AE activity becomes more rapid as strain rate decreases. Since crustal strain rates are considerably slower than laboratory rates, these data provide an explanation for the lack of easily recognisable foreshock sequences for earthquakes. In addition, the Omori law decay parameter $p$ (1) is directly proportional to temperature in our tests. A similar temperature dependence is displayed by crustal earthquakes [Utsu et al., 1995].

2. Methodology

[5] Two Permian Aeolian sandstones were used for the tests. Clashach sandstone is well sorted, quartz cemented, subarcsocic arenite with medium to coarse grains (250–500 $\mu$m). It is composed of 89% quartz and 11% feldspar. Locharbriggs sandstone has a grain size of 100 $\mu$m. It is composed of 83% quartz, 16% feldspar, 1% hematite and weakly cemented with hematite and illite coatings on grain surfaces.

[6] The test methodology is the same as in Ojala et al. [2003, 2004]. The samples were deformed in a triaxial ($\sigma_1 > \sigma_2 = \sigma_3$) testing apparatus. The water flow in and out of the sample was 0.2 ml/min. The confining pressure was fixed at 13.5 MPa within the brittle regime. The back-pressure...
of 25 events in order to determine the b-value minimum that preceded the recorded AE activity. Figure 1 illustrates the temporal evolution of differential stress, AE event rate and the seismic b-value for a 80°C Clashach test at $2.7 \times 10^{-5}$ s$^{-1}$. The b-values (Table 1) were calculated using the maximum likelihood method of Akai [1965] from an incremental frequency distribution of the measured AE amplitudes. No distinct strain hardening phase was observed at such a high strain rate although significant AE activity began prior to the peak stress. After the peak stress was attained $dN/dt$ decreased dramatically to a period of apparent quiescence, which can be attributed to critical crack coalescence [Main and Meredith, 1991] or over-saturation of the measuring equipment [Liakopoulou-Morris et al., 1994]. Dynamic instability marked the specimen failure at $t_m(1)$. It was followed by a quick recovery in AE event rate and a subsequent decrease in a manner similar to earthquake aftershocks. The similarity in the temporal evolution of the AE foreshock and aftershock sequences with respect to specimen failure time was a characteristic feature of the Clashach tests. The Locharbriggs sandstone exhibited a more gradual acceleration of the AE event rate, followed by a period of apparent quiescence and less pronounced aftershock activity.

Table 1. Mechanical and AE Data for the Flow-Through Tests on Clashach (C) and Locharbriggs (L) Sandstones (S)\footnote{The b-values were calculated in 200-event windows with a running step of 25 events in order to determine the b-value minimum that preceded specimen failure $b_y$, $b_f$ is the seismic b-value for a whole test, $N_s$, $N_a$ and $N_t$ are the number of AE events up to the peak stress, to specimen failure and for the entire test, respectively.}

<table>
<thead>
<tr>
<th>S</th>
<th>$\dot{s}$ s$^{-1}$</th>
<th>T °C</th>
<th>$\sigma_{\text{max}}$ MPa</th>
<th>$N_s$</th>
<th>$N_a$</th>
<th>$N_t$</th>
<th>$\lambda_{\text{max}}$</th>
<th>$b_y$</th>
<th>$b_f$</th>
</tr>
</thead>
<tbody>
<tr>
<td>L</td>
<td>$2.5 \times 10^{-7}$</td>
<td>25</td>
<td>81.3</td>
<td>1186</td>
<td>4495</td>
<td>5035</td>
<td>81</td>
<td>1.21</td>
<td>1.06</td>
</tr>
<tr>
<td></td>
<td>$2.8 \times 10^{-7}$</td>
<td>40</td>
<td>77.8</td>
<td>564</td>
<td>2788</td>
<td>3573</td>
<td>97</td>
<td>1.26</td>
<td>1.06</td>
</tr>
<tr>
<td></td>
<td>$3.3 \times 10^{-7}$</td>
<td>40</td>
<td>82.3</td>
<td>595</td>
<td>3371</td>
<td>3452</td>
<td>97</td>
<td>1.23</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td>$3.1 \times 10^{-7}$</td>
<td>60</td>
<td>81.4</td>
<td>713</td>
<td>1789</td>
<td>1922</td>
<td>97</td>
<td>1.24</td>
<td>0.97</td>
</tr>
<tr>
<td></td>
<td>$3.0 \times 10^{-7}$</td>
<td>80</td>
<td>81.2</td>
<td>1620</td>
<td>3257</td>
<td>3495</td>
<td>97</td>
<td>1.09</td>
<td>0.74</td>
</tr>
<tr>
<td></td>
<td>$5.2 \times 10^{-6}$</td>
<td>80</td>
<td>80.8</td>
<td>191</td>
<td>948</td>
<td>987</td>
<td>96</td>
<td>1.13</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td>$3.4 \times 10^{-7}$</td>
<td>80</td>
<td>79.9</td>
<td>604</td>
<td>6541</td>
<td>6687</td>
<td>79</td>
<td>1.21</td>
<td>1.06</td>
</tr>
<tr>
<td></td>
<td>$2.8 \times 10^{-8}$</td>
<td>70</td>
<td>82.7</td>
<td>177</td>
<td>1924</td>
<td>1467</td>
<td>68</td>
<td>1.24</td>
<td>1.10</td>
</tr>
<tr>
<td></td>
<td>$2.5 \times 10^{-7}$</td>
<td>25</td>
<td>166.7</td>
<td>997</td>
<td>6185</td>
<td>8916</td>
<td>98</td>
<td>0.96</td>
<td>0.74</td>
</tr>
<tr>
<td></td>
<td>$2.2 \times 10^{-7}$</td>
<td>40</td>
<td>140.4</td>
<td>852</td>
<td>2094</td>
<td>2496</td>
<td>97</td>
<td>1.04</td>
<td>0.68</td>
</tr>
<tr>
<td></td>
<td>$2.7 \times 10^{-7}$</td>
<td>60</td>
<td>162.8</td>
<td>277</td>
<td>4200</td>
<td>5201</td>
<td>98</td>
<td>1.02</td>
<td>0.60</td>
</tr>
<tr>
<td></td>
<td>$2.7 \times 10^{-7}$</td>
<td>80</td>
<td>162.8</td>
<td>977</td>
<td>1870</td>
<td>2495</td>
<td>98</td>
<td>1.03</td>
<td>0.67</td>
</tr>
<tr>
<td></td>
<td>$3.2 \times 10^{-6}$</td>
<td>80</td>
<td>169.3</td>
<td>1294</td>
<td>1374</td>
<td>1603</td>
<td>97</td>
<td>1.01</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>$3.3 \times 10^{-7}$</td>
<td>80</td>
<td>134.6</td>
<td>518</td>
<td>5881</td>
<td>9881</td>
<td>95</td>
<td>1.08</td>
<td>0.70</td>
</tr>
<tr>
<td></td>
<td>$3.3 \times 10^{-7}$</td>
<td>80</td>
<td>122.6</td>
<td>105</td>
<td>947</td>
<td>1617</td>
<td>97</td>
<td>1.09</td>
<td>0.87</td>
</tr>
</tbody>
</table>

The b-values were calculated in 200-event windows with a running step of 25 events in order to determine the b-value minimum that preceded specimen failure $b_y$, $b_f$ is the seismic b-value for a whole test, $N_s$, $N_a$ and $N_t$ are the number of AE events up to the peak stress, to specimen failure and for the entire test, respectively.

Table 2. Omori Law Fits to the AE Event Rate $dN/dt$ on Clashach (C) and Locharbriggs (L) Sandstones (S)\footnote{The foreshock $R_f$ and aftershock $R_a$ rates scale as $R_f \propto r^{-2} (c_f - ta)^{-2}$ and $R_a \propto r^{-1} (c_f - ta)^{-1}$, respectively, $t_a$ measures the time before main shock $t_m$ during which the AE rate exceeds 100 min$^{-1}$.}

<table>
<thead>
<tr>
<th>S</th>
<th>$\dot{s}$ s$^{-1}$</th>
<th>T °C</th>
<th>$c_f$ min</th>
<th>$p_f$</th>
<th>$k_f$</th>
<th>$r_f$ min</th>
<th>$k_a$</th>
<th>$r_a$ min</th>
</tr>
</thead>
<tbody>
<tr>
<td>L</td>
<td>$2.5 \times 10^{-7}$</td>
<td>25</td>
<td>0.17</td>
<td>0.84</td>
<td>6.12</td>
<td>0.87</td>
<td>0.01</td>
<td>1.05</td>
</tr>
<tr>
<td></td>
<td>$2.8 \times 10^{-7}$</td>
<td>40</td>
<td>0.19</td>
<td>0.93</td>
<td>6.07</td>
<td>0.92</td>
<td>0.01</td>
<td>1.13</td>
</tr>
<tr>
<td></td>
<td>$3.3 \times 10^{-7}$</td>
<td>40</td>
<td>2.43</td>
<td>0.82</td>
<td>9.04</td>
<td>0.93</td>
<td>0.34</td>
<td>1.09</td>
</tr>
<tr>
<td></td>
<td>$3.3 \times 10^{-7}$</td>
<td>60</td>
<td>0.01</td>
<td>0.76</td>
<td>4.70</td>
<td>0.91</td>
<td>0.11</td>
<td>3.32</td>
</tr>
<tr>
<td></td>
<td>$3.0 \times 10^{-5}$</td>
<td>80</td>
<td>4.37</td>
<td>6.81</td>
<td>18.4</td>
<td>0.95</td>
<td>0.14</td>
<td>1.97</td>
</tr>
<tr>
<td></td>
<td>$3.2 \times 10^{-6}$</td>
<td>80</td>
<td>0.33</td>
<td>1.63</td>
<td>5.80</td>
<td>0.93</td>
<td>0.01</td>
<td>1.30</td>
</tr>
<tr>
<td></td>
<td>$3.4 \times 10^{-7}$</td>
<td>80</td>
<td>0.11</td>
<td>0.80</td>
<td>6.42</td>
<td>0.88</td>
<td>0.02</td>
<td>1.37</td>
</tr>
<tr>
<td></td>
<td>$3.2 \times 10^{-6}$</td>
<td>80</td>
<td>0.01</td>
<td>1.88</td>
<td>4.53</td>
<td>0.97</td>
<td>0.01</td>
<td>1.29</td>
</tr>
<tr>
<td></td>
<td>$3.3 \times 10^{-7}$</td>
<td>80</td>
<td>4.23</td>
<td>2.14</td>
<td>10.8</td>
<td>0.89</td>
<td>0.01</td>
<td>1.70</td>
</tr>
<tr>
<td></td>
<td>$2.2 \times 10^{-7}$</td>
<td>40</td>
<td>0.05</td>
<td>1.02</td>
<td>5.92</td>
<td>0.92</td>
<td>0.02</td>
<td>1.29</td>
</tr>
<tr>
<td></td>
<td>$2.7 \times 10^{-5}$</td>
<td>60</td>
<td>0.01</td>
<td>0.83</td>
<td>6.23</td>
<td>0.91</td>
<td>0.02</td>
<td>1.20</td>
</tr>
<tr>
<td></td>
<td>$2.7 \times 10^{-5}$</td>
<td>80</td>
<td>0.56</td>
<td>2.71</td>
<td>7.04</td>
<td>0.94</td>
<td>0.11</td>
<td>1.26</td>
</tr>
<tr>
<td></td>
<td>$3.2 \times 10^{-5}$</td>
<td>80</td>
<td>0.42</td>
<td>1.96</td>
<td>6.28</td>
<td>0.91</td>
<td>0.06</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td>$3.3 \times 10^{-7}$</td>
<td>80</td>
<td>1.58</td>
<td>1.98</td>
<td>9.18</td>
<td>0.95</td>
<td>0.08</td>
<td>1.25</td>
</tr>
<tr>
<td></td>
<td>$3.3 \times 10^{-6}$</td>
<td>80</td>
<td>0.06</td>
<td>1.31</td>
<td>4.86</td>
<td>0.98</td>
<td>0.04</td>
<td>1.28</td>
</tr>
</tbody>
</table>
The minima of $b_f$ ranged from 0.60 to 0.87 and 0.96 to 1.10 for the Clashach and Locharbriggs sandstones. The calculated $b$-values ranged from 0.60 to around 1.26.

The $b$-values $b_f$ and $b_t$ increased with decreasing strain rate. For the Locharbriggs sandstone, the maximum observed event amplitude $A_{\text{max}}$ decreased with decreasing strain rate while $b_t$ was a linear function of the logarithm of the strain rate, given by

$$b_t = 0.85 - 0.053 \log \varepsilon$$

(3)

4. Discussion

[14] The time evolution and size distribution of the recorded AE activity display a clear strain rate dependence. This is not surprising since the mechanical and hydraulic properties of these sandstones also depend on the strain rate [Ojala et al., 2003, 2004]. However, it is an important observation because crustal strain rates ($10^{-14}$ to $10^{-16}$ s$^{-1}$) are considerably smaller than laboratory ones. It is questionable whether the results of high strain rate ($10^{-5}$ or $10^{-6}$ s$^{-1}$) laboratory tests can be applied directly to crustal

Figure 2. The evolution of the normalised AE event rate for the four 80°C (a) Locharbriggs and (b) Clashach tests from $10^{-5}$ to $10^{-8}$ s$^{-1}$. The AE activity displayed a strain rate dependence, indicating that specimen failure time $t_m$ becomes more difficult to predict as the strain rate decreases.

Figure 3. (a) The calculated $b_f$-values for the Locharbriggs sandstone tests as function of strain rate for the 80°C tests. The error bars indicate the nominal 95% confidence limit $1.96b(n)^{-1/2}$ where $n$ is the number of events used for the $b$-value calculation [Aki, 1965]. (b) The aftershock decay parameter $p$ as a function of temperature for the Locharbriggs $10^{-7}$ s$^{-1}$ tests.

Figure 4. The (a) AE event rate, (b) foreshock sequence and (c) aftershock sequence for a 80°C Clashach test that was carried out at a strain rate of $3.3 \times 10^{-8}$ s$^{-1}$. Maximum $dN/dt$ coincides with specimen failure at $t_m$. with an r-squared value of 0.96, as illustrated in Figure 3. These observations suggest that there were a greater number of smaller events in the slow strain rate tests than in the high strain rate tests. Some of the smaller magnitude events could be caused by stress corrosion fracturing, since this is likely to be the dominant crack growth mechanism at slow strain rates [Ojala et al., 2003].

[13] The AE sequences were fitted to the Omori formula

$$dN/dt = c_0 - c_f \cdot t^{-p}$$

(2)

$\alpha$ and $\beta$ to take different values for each test, given by $c_f$ and $c_0$, respectively. The optimal Omori law fits to the AE data are listed in Table 2. The goodness of fit to the Omori formulae was best for the very slow strain rate ($10^{-9}$ s$^{-1}$) AE data (Figure 4). The Locharbriggs aftershock decay parameter $p$ was a function of temperature, given by

$$p = 0.0056T + 0.89$$

(4)

with an r-squared value of 0.93, as illustrated in Figure 3. This observation is consistent with the higher $p$-values that have been obtained for earthquake data in areas with high heat flow [Utsu et al., 1995].
processes. More research should be carried out into the kinetic effect of a chemically active environment on the brittle deformation properties of rocks. All time and rate dependence of rock mechanical properties is ultimately caused by such physico-chemical processes [Costin, 1987; Ojala et al., 2003].

[15] The AE event rate exhibits fore- and aftershock sequences associated with the dynamic failure of the tests specimen. Although aftershock sequences are not commonly recorded in laboratory tests, the temporal evolution of the AE event rate is very similar to the observations of Meredith et al. [1990] for Darley Dale sandstone. The AE event rate obeys the Omori formulae (1–2) with high correlation coefficients. The majority of the Omori law exponents are close to unity, as is observed for earthquakes [Utsu et al., 1995] and laboratory rock fracture [Hirata, 1987]. The exponent $p'$ for foreshocks decreases with decreasing strain rate for both sandstones. This observation is not predicted by the stochastic model of Mogi [1962], which assumes that the fracture probability $m_p$ is an exponential function of the stress rate and time. Instead, our data suggest that the prediction of rock failure becomes increasingly difficult as the strain rate decreases, as indicated by the steeper increase in the AE event rate. Since crustal strain rates are considerably smaller than laboratory rates such strain rate dependence explain the lack of easily recognisables foreshocks preceding earthquakes. Furthermore, the Locharbriggs exponents $p$ for aftershocks are consistently higher than the exponent $p'$ for foreshocks. The higher $p$-values might be related to the fractured state of the rock specimen [Mogi, 1967].

[16] Sample failure is preceded by a decrease in the seismic $b$-value followed by a recovery after faulting. A single $b$-value minimum is observed immediately before dynamic instability, in the fault nucleation stage. Similar precursory changes in $b$-value have been reported for earthquakes [Von Seggern, 1980], volcanic events [Vinciguerra, 1999] and for laboratory rock fracture [Meredith et al., 1990]. The $b$-values for the different tests cluster around one, in accordance with the observed $b$-values for earthquakes [Frohlich and Davis, 1993]. The Locharbriggs amplitudes decrease and $b$-values increase systematically with decreasing strain rate. These observations agree with Sano et al. [1982] who reported an increase in $b$-value associated with decreasing dilatant strain rate in their uniaxial tests on Oshima granite. Similarly, Yabe [2002] observed a $b$-value decrease associated with increased sliding velocity on his shear tests on Westerly granite. Hence, the size distribution of AE events display a strain rate dependence for both intact and faulted specimen. It is possible that the same underlying mechanism generates both of these phenomena. Natural faults may heal and strengthen between earthquakes and resemble the intact rock samples that were used in this study [Lockner, 1993]. Moreover, the slip on faults is likely to involve the breaking of local asperities due to the roughness of fault surfaces [Lockner and Byerlee, 1993].

[17] The aftershock decay parameter $p$ correlates with test temperature. This formula (4) is remarkably similar to the regression $p = 0.692 + 0.0009947t$ obtained for earthquake aftershocks in the Tohoku district of Japan [Utsu et al., 1995]. In our tests the dependence of $p$ on test temperature is more pronounced, since $p \times 0.0056T$. It has been suggested that the positive correlation with surface heat flow and exponent $p$ stems from a faster rate of stress relaxation in higher temperature areas [Mogi, 1967; Utsu et al., 1995].

5. Conclusions

[18] Clear fore- and aftershock sequences that are well modelled by the Omori law accompany sample failure in our tests. The foreshock exponent $p'$ decreases and the $b$-value increases with decreasing strain rate. The aftershock exponent $p$ increases with test strain rate. The observations show that AE activity depends on the strain rate and temperature.
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