
 

 

 
 

 

Edinburgh Research Explorer 
 
 

 
 

 
 

 
 

 

 
 

 
 

 
 

 
 

 
 

 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The influence of fluid-sensitive dispersion and attenuation on
AVO analysis

Citation for published version:
Chapman, M, Liu, E & Li, X-Y 2006, 'The influence of fluid-sensitive dispersion and attenuation on AVO
analysis', Geophysical Journal International, vol. 167, no. 1, pp. 89-105. https://doi.org/10.1111/j.1365-
246X.2006.02919.x

Digital Object Identifier (DOI):
10.1111/j.1365-246X.2006.02919.x

Link:
Link to publication record in Edinburgh Research Explorer

Document Version:
Publisher's PDF, also known as Version of record

Published In:
Geophysical Journal International

Publisher Rights Statement:
Published in Geophysical Journal International by Oxford University Press (2006)

General rights
Copyright for the publications made accessible via the Edinburgh Research Explorer is retained by the author(s)
and / or other copyright owners and it is a condition of accessing these publications that users recognise and
abide by the legal requirements associated with these rights.

Take down policy
The University of Edinburgh has made every reasonable effort to ensure that Edinburgh Research Explorer
content complies with UK legislation. If you believe that the public display of this file breaches copyright please
contact openaccess@ed.ac.uk providing details, and we will remove access to the work immediately and
investigate your claim.

Download date: 25. May. 2024

https://doi.org/10.1111/j.1365-246X.2006.02919.x
https://doi.org/10.1111/j.1365-246X.2006.02919.x
https://doi.org/10.1111/j.1365-246X.2006.02919.x
https://www.research.ed.ac.uk/en/publications/d60b9eb6-8ce4-403d-ab6b-306d789d191d


Geophys. J. Int. (2006) 167, 89–105 doi: 10.1111/j.1365-246X.2006.02919.x

The influence of fluid-sensitive dispersion and attenuation
on AVO analysis

Mark Chapman, Enru Liu and Xiang-Yang Li
Edinburgh Anisotropy Project, British Geological Survey, Murchison House, West Mains Road, Edinburgh, EH9 3LA, UK. E-mail: m.chapman@bgs.ac.uk

Accepted 2006 January 17. Received 2005 October 11; in original form 2005 June 8

S U M M A R Y
Analysis of seismic data suggests that hydrocarbon deposits are often associated with higher
than usual values of attenuation, but this is generally ignored during amplitude-versus-offset
(AVO) analysis. The effect can be modelled with equivalent medium theory based on the
squirt flow concept, but the excess attenuation is associated with strong velocity dispersion.
Consequently, when we study reflections from the interface between such an equivalent medium
and an elastic overburden we find that the reflection coefficient varies with frequency. The
impact of this variation depends on the AVO behaviour at the interface; class I reflections
tend to be shifted to higher frequency while class III reflections have their lower frequencies
amplified. We calculate synthetic seismograms for typical models using the reflectivity method
for materials with frequency dependent velocities and attenuations, and find that these effects
are predicted to be detectable on stacked data. Two field data sets show frequency anomalies
similar to those predicted by the analysis, and we suggest that our modelling provides a plausible
explanation of the observations.

Key words: amplitude-versus-offset, attenuation, dispersion, hydrocarbons.

I N T RO D U C T I O N

Seismic ‘low-frequency effects’ have been noted with reference to

reflections from hydrocarbon-saturated rocks for many years (Taner

et al. 1979), but recently there has been an upsurge in interest in the

topic (van der Kolk et al. 2001; Castagna et al. 2003; Korneev et al.
2004; Ebrom 2004; Holzner et al. 2005). Much of this interest has

been driven by the increasing success of modern spectral decom-

position methods (Burnett et al. 2003), which render the frequency

dependent character of the reflections particularly clear. Neverthe-

less, it is not clear whether these observations represent the true

earth response or whether they have been induced by processing

methods (Ebrom 2004).

What does appear clear is that direct quality factor (Q) measure-

ments indicate that hydrocarbon-saturated zones often show anoma-

lously high values of attenuation (Castagna et al. 1993; Klimentos

1995; Dasios et al. 2001; Dasgupta & Clark 1998; Rapoport et al.
2004; Maultzsch et al. 2003), although low Q zones can also be as-

sociated with fracturing (Worthington & Hudson 2000). While Q is

considered to be frequency dependent over a wide frequency band

(Sams et al. 1997), it is unclear whether the frequency dependence

of Q can be observed in band limited seismic data (Harris et al.
1997). It is in general to be expected that strong attenuation should

be associated with significant velocity dispersion.

Nevertheless, and despite some promising attempts to consider

systematic frequency variations with offset (Mazzotti 1991; Shen

et al. 2002), standard amplitude-versus-offset (AVO) analysis typ-

ically ignores attenuation, making use of purely elastic reflectivity

modelling. Some effort has gone into correcting for the effect of

attenuation in the overburden (Luh 1993; Carcione et al. 1998; Car-

cione 1999) with the ultimate goal of equalizing the frequency con-

tent in the near and far stacks, but the excess reservoir attenuation

has received rather less attention.

Much of this neglect can perhaps be explained by the natural de-

sire to discuss poroelastic effects within the framework of the Biot

theory (Biot 1956). Unfortunately, the Biot theory greatly underes-

timates the measured attenuation (Mavko et al. 1998); it predicts

negligible attenuation at seismic frequencies (Dutta & Ode 1983)

and local flow mechanisms are typically invoked to account for

observed dispersion and attenuation in the interpretation of labora-

tory measurements (Mavko & Jizba 1991; Best et al. 1994; Assefa

et al. 1999; King & Marsden 2002). Higher values of attenuation

can, however be obtained when we consider heterogeneous media

(Gurevich et al. 1997; Carcione 1998).

Many authors have used Biot’s theory to study the generation of

reflected and transmitted waves at the interface between poroelas-

tic layers with different fluid saturations (Geertsma & Smit 1961;

Deresiewicz & Rice 1964; Dutta & Ode 1983; Pride et al. 2002;

Denneman et al. 2002; Gurevich & Schoenberg 1999; Gurevich

et al. 2004; Bourbie et al. 1987), with the main point of difference

to the elastic case being the propensity of the incident P wave to gen-

erate a ‘slow’ Biot wave at the interface. The Biot wave has been

observed in Nievelsteiner sandstone, which has exceptionally high

values of porosity and permeability (Kelder & Smeulders 1997), but
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more generally the Biot wave is not observed in real rocks (Klimen-

tos & McCann 1988).

If we confine our interest to the reflection coefficient for a sin-

gle interface then, with some notable exceptions (Denneman et al.
2002), the conclusion of these studies is that for typical rock prop-

erties of interest the theory predicts behaviour which does not ma-

terially differ from the elastic case at seismic frequencies (Dutta

& Ode 1983; Gurevich 1996). Thus it has not so far proven possi-

ble to address observed frequency effects in the framework of the

standard Biot model (Goloshubin & Bakulin 1998). The potentially

valuable interpretation of such frequency effects has, therefore, been

hampered.

Our interpretation is that this failure arises from the inability

of the Biot model to account for observed values of attenuation.

Efforts are underway to develop Biot’s ideas to account for observed

attenuation at seismic frequencies (Pride et al. 2004), typically by

introducing heterogeneities with significant scale lengths. In future

it may be possible to address this problem with a truly satisfactory,

mathematically rigorous, model based on Biot’s theory.

The philosophy, which we wish to develop in this paper holds that

abnormally high reservoir attenuation is the observed ground truth,

and we should, therefore, concentrate our attention on those phys-

ical mechanisms which can explain the existence of the excess at-

tenuation associated with the hydrocarbon deposit. Two related, but

distinct, mechanisms appear to us to be likely candidates; scattering

due to increased heterogeneity in hydrocarbon-saturated rocks, and

fluid flow.

Wave propagation in a layered medium can be described both

by the Backus average (Backus 1962) of equivalent medium the-

ory and the familiar ray theory. The Backus average assumes long

wavelength (low frequency) while ray theory is a high-frequency ap-

proximation. In intermediate cases we see dispersion and apparent

attenuation (O’Doherty & Anstey 1971; Shapiro & Zien 1993; Mar-

ion et al. 1994; Werner & Shapiro 1998; van der Baan 2001). The

magnitude of the apparent attenuation often increases as the low-

and high-frequency limits move further apart. Liu (2004) has argued

in the context of gas detection that the introduction of hydrocarbons

causes increased heterogeneity, moving the ray and Backus averages

apart and that this gives rise to increased attenuation. Dvorkin &

Uden (2004) have considered a similar effect relevant to gas hydrate

saturation and have argued that its influence is almost comparable

to the fluid induced losses. We consider this to be a very strong can-

didate mechanism for the increase of attenuation in gas-saturated

zones.

The alternative approach is based on the assumption that fluid-

flow phenomena are responsible for the increased attenuation. White

(1975) and Dutta & Ode (1979) considered the case in which gas

‘bubbles’ are present in otherwise fluid-saturated rock and showed

that the deformation of the bubbles by the passing seismic waves

gives rise to a powerful attenuation and dispersion mechanism. A

key role is played by the size of the bubbles and the percentage of

gas saturation. This analysis has been extended by Carcione et al.
(2003).

In parallel to these developments a range of papers, beginning

with Mavko & Nur (1975), have advanced models of the ‘squirt-

flow’ mechanism. Such models consider that a passing seismic wave

gives rise to unequal pore-fluid pressures in different parts of the

pore space, and that the resulting pressure gradients relax on a par-

ticular timescale. When the seismic wave frequency is comparable

to the inverse of the timescale parameter, substantial dispersion and

attenuation are known to occur. The interest in the theory is driven

by two factors; the magnitude of the predicted attenuation is much

higher than that associated with the traditional Biot mechanisms

and the characteristic frequency varies directly with permeability

and inversely with viscosity. Such a dependence of the characteris-

tic frequency is opposite to that of the Biot theory, and it is generally

easier to reconcile laboratory measurements with such a relationship

than with the standard Biot model (Batzle et al. 2001). Sometimes

(Mavko & Jizba 1991; Pride et al. 2004) the term ‘squirt flow’ is

used with the connotation that the fluid dynamics take place at the

grain scale only. Our preference is to define ‘squirt flow’ as be-

ing a mechanism whose characteristic frequency is proportional to

the ratio of permeability to fluid viscosity, and so include a range of

meso-scale fluid processes in the discussion. When we consider only

grain-scale processes the transition frequency is generally above the

seismic band, but the consideration of inhomogeneities on larger

scales can move the transition frequency downwards, and thus pro-

vide a plausible mechanism for attenuation at seismic frequencies

(Chapman 2003).

Our modelling follows the philosophy of Le Ravalec & Gueguen

(1996) and Endres & Knight (1997). This approach is based on inclu-

sion models derived ultimately from the formulae of Eshelby (1957).

The low-frequency limits are calculated by Gassmann-saturating the

elastic tensor, which comes from equivalent medium theory with

empty inclusions, and this corresponds to the case of pressure equal-

ization. A high-frequency limit is defined in terms of the standard

equivalent medium model with inclusions whose elastic properties

are those of the fluid. The dispersion is calculated as the difference

between the low- and high-frequency limits.

A limitation of these calculations is the inability to calculate at-

tenuation directly. Chapman et al. (2002) developed a model for the

time-dependent relaxation of wave-induced pressure gradients in

an isotropic rock whose pore space consisted of spherical pores and

randomly oriented thin ellipsoidal cracks, based on nearest neigh-

bour exchange of fluid in response to grain-scale pressure gradients.

The solution of this model was incorporated into equivalent medium

calculations based on those of Eshelby (1957) to allow the compu-

tation of a complex valued effective elastic tensor in the frequency

domain. From these results we can replace the fluid-saturated com-

posite material with a homogeneous material with specified veloc-

ity and attenuation at each frequency. This analysis was extended

to the anisotropic, multiscale case by Chapman (2003). The model

is Gassmann consistent at low frequency and reduces to the stan-

dard equivalent medium theory at high frequency, implying that we

have interpolated between the two, purely elastic, limits described

by Le Ravalec & Gueguen (1996) and Endres & Knight (1997). The

mathematical description of the model is set out in the Appendix.

Fig. 1 illustrates the predicted dependence of P-wave attenuation

on fluid bulk modulus (normalized by the bulk modulus of water) for

a range of inclusion (crack) aspect ratios. Note that in this notation,

hydrocarbons will typically have normalized bulk moduli around

10−1 to 10−2 (Batzle & Wang 1992), while air at room temperature,

the value appropriate for many ‘dry rock’ laboratory experiments,

typically has a normalized bulk modulus around 7 × 10−5.

Fig. 1 demonstrates that attenuation is negligible for both low and

high limiting values of the fluid bulk modulus. This makes sense

since if the fluid were supposed to have the same elastic properties as

the rock matrix we would expect to return to an homogeneous elastic

material, but if the fluid bulk modulus were zero we would return to

a dry rock, for which the model incorporates no attenuation mech-

anism. Note that the peak in attenuation tends to occur for typical

hydrocarbon values. This emphasizes again the need to differentiate

between ‘dry’ and ‘gas-saturated’ conditions (Mavko et al. 1998).

Although there is substantial dependence of the behaviour on the
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Figure 1. P-wave attenuation as a function of normalized fluid bulk modulus, for Model 1. Propagation is at the characteristic frequency ωτ = 1 and we assume

aspect ratios of 10−3 (solid line), 10−4 (dashed line) and 10−5 (dotted-dashed line).

aspect ratio, this occurs for low fluid bulk moduli; for values typical

of water or hydrocarbons there is only a weak dependence on the

aspect ratio. Consequently, in the remainder of the paper we will

assume an aspect ratio of 10−3 for the purposes of performing the

calculations and implicitly suppress aspect ratio dependence.

Mavko et al. (1998) review a number of dispersion mechanisms,

and emphasize the commonality between them. The behaviour is

generally in three parts; a low-frequency regime without attenuation,

a high-frequency regime again without attenuation and a transition

zone in which dispersion and attenuation are significant. They sug-

gest that in many cases the precise mechanism responsible for the

dispersion is almost irrelevant and it is sufficient to understand this

basic structure. We offer the results of this paper in that spirit. We

seek to understand the effect of combining the standard Gassmann

effect with fluid sensitive dispersion and hope that the resulting seis-

mic signature will be at least partially independent of the underlying

dispersion mechanism. We nevertheless will perform our calcula-

tions within the framework of the squirt flow theory of Chapman

et al. (2002), largely in view of its computational simplicity and the

ease with which it can be incorporated into reflectivity modelling

algorithms.

In what follows we study numerically the effect of abnormally

high dispersion and attenuation in the reservoir layer on reflection

seismograms. We perform our calculations with a reflectivity algo-

rithm which allows frequency dependent velocities and attenuations.

We demonstrate that the frequency response is closely related to the

AVO behaviour of the reflections. The model provides a consistent

explanation for a number of frequency anomalies, which we have

observed in seismic data.

RO C K P H Y S I C S M O D E L L I N G

Rock physics modelling methodologies which address the main

challenges in carrying out AVO analysis, principally porosity–

velocity transforms, velocity–density transforms, fluid substitution

and shear-wave velocity prediction, are well established in the liter-

ature (Wyllie et al. 1956; Gardner et al. 1974; Castagna et al. 1985;

Han et al. 1986; Gassmann 1951; Xu & White 1996). By contrast,

many models that have been derived specifically to study frequency

dependence in the elastic constants, (Hudson et al. 1996; Pointer

et al. 2000; Tod 2001; Jakobsen & Hudson 2003; Jakobsen 2004;

Jakobsen & Johansen 2005; van der Kolk et al. 2001; Hudson et al.
2001; Chapman et al. 2002; Chapman 2003) may not be well suited

to address these practical problems. In addition, these models are

typically formally restricted to low concentrations of inclusions, and

may give unstable results when larger, and more realistic, concen-

trations are used.

In this paper we wish to provide a dispersion correction to an ex-

isting, usually empirical or semi-empirical, rock physics model, so

that our ideas can be used in conjunction with the standard method-

ologies. Our method is based on that of Chapman et al. (2003).

Specifically, our procedure is as follows. The input to our analysis

will be a rock physics model: density and velocities as a function of

porosity. Within the context of our more general modelling, these

values are assumed to hold for propagation at some particular fre-

quency ω0, for saturation with a fluid of bulk modulus κ0
f and for

assumed reference values of the technical parameters needed for the

dispersive modelling—a timescale parameter τ 0 and crack density

ε0:

Vp = Vp(φ | ω = ω0, κ f = κ0
f , ε = ε0, τ = τ0); (1)

Vs = Vs(φ | ω = ω0, κ f = κ0
f , ε = ε0, τ = τ0). (2)

The innovation that we wish to make is to introduce an additional step

at this point which allows us to account for fluid-sensitive attenuation

and dispersion. We utilize the model of Chapman et al. (2002), which
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takes the form:

Ci jkl = Ci jkl (λ, μ, ω, τ, φ, ε, κ f ). (3)

Following the expressions given in the Appendix, we decompose

this tensor into the form:

Ci jkl = Ciso
i jkl (λ, μ) − C1

i jkl (λ, μ, ω, τ, φ, ε, κ f ); (4)

where the first term is the isotropic elastic tensor of the material

without inclusions and the second term is the perturbation due to

the presence of cracks and pores. Then, defining reference elastic

constants as:

λ̄ = ρV 2
p (φ) − 2ρV 2

s (φ); (5)

μ̄ = ρV 2
s (φ); (6)

we further define:

Ciso
i jkl (	, M) = Ciso

i jkl (λ̄, μ̄) + C1
(
λ̄, μ̄, ω0, τ0, φ, ε0, κ

0
f

)
(7)

and then for arbitrary frequency, fluid bulk modulus and timescale

parameter we define our elastic tensor as:

Ci jkl = Ciso
i jkl (	, M) − C1(λ̄, μ̄, ω, τ, φ, ε, κ f ). (8)

In this way, our final elastic tensor reproduces the input rock

physics model when the frequency and fluid saturation coincide

with the assumptions of that model, but we are able to correct the

model for changing frequency and fluid saturation.

N U M E R I C A L E X A M P L E

In this section we study numerically the effect of having a layer

with strongly dispersive and attenuating properties within a stan-

dard reflectivity model. Specifically we will consider the case which

simulates a shale encasing a sandstone layer, with only a weak con-

trast in elastic properties at the interface. We adapt our choice of

material properties from the examples given in Castagna (1993).

Since we wish to capture the concept of an attenuation anomaly

in the reservoir, the shale will be assumed to have purely elastic

(and isotropic) properties; the P-wave velocity will be 2743 m s−1,

S-wave velocity 1394 m s−1 and density 2060 kg m−3. The prop-

erties of the sandstone are defined under water saturation and are

taken as a P-wave velocity of 2790 m s−1 and S-wave velocity of

1463 m s−1 for propagation at 10 Hz. Porosity is assumed to be

30 per cent and the density is 2080 kg m−3 water saturated and

2060 kg m−3 gas saturated. We use a value of 400 MPa for the bulk

modulus of the gas. The values used for the models considered in

this paper are summarized in Table 1.

Fig. 2 illustrates the predicted dependence of P- and S-wave ve-

locity and attenuation on frequency for water and gas saturation for

these model parameters. We see the Gassmann effect in a reduction

in the P-wave velocity when gas replaces water; this does not occur

for the S-wave case because at low frequency the shear modulus

is decoupled from the saturating fluid. The P-wave velocity shows

greater variation with frequency than the S-wave velocity, with a

substantial increase in the magnitude of dispersion occurring when

gas is introduced. Likewise, P-wave attenuation is very high for gas

saturation but this is not the case for S waves. It is quite possibly this

effect, which permits the use of converted waves to image beneath

gas clouds (Li et al. 2001) when the P-wave image is degraded by

the presence of gas.

In the low- and high-frequency limits no attenuation occurs and

we return to the familiar elastic case. Nevertheless, much insight

can be gained by studying the behaviour of the reflection coefficient

in these cases. Fig. 3 shows the predicted behaviour in the limits

under both water and gas saturation. Note that these cases represent

solutions to the simple problem of reflection of a plane wave from

the interface between two elastic, isotropic media (Aki & Richards

1980). As is often the case in such examples, the introduction of

gas changes the sign of the reflection, coefficient from positive to

negative.

Since velocity in the dispersive layer is greater at high frequency

than at low frequency, the normal incidence reflection coefficient

under either water or gas saturation at high frequency is always

greater than the corresponding coefficient at low frequency. Most

importantly, we note that since the gas case has greater attenuation

and dispersion than the water-saturated case, the high- and low-

frequency limits are further apart for gas than they are for water

saturation.

When we consider wave propagation, we will generally not be

in either the high- or low-frequency regime. As the frequency

changes, the reflection coefficient moves between the low- and high-

frequency limits. What we expect from Fig. 3 is that when disper-

sion is important, reflections from the gas-saturated layer will ex-

perience a greater (in absolute value) reflection coefficient for their

low-frequency components than they do for their high-frequency

components. This will lead to an apparent redistribution of energy,

which will shift the spectrum to lower frequencies. Conversely, the

water-saturated case will see the spectrum biased towards the high

frequencies.

This behaviour can be demonstrated with synthetic seismograms.

We employ a reflectivity code (incorporated in the ANISEIS soft-

ware package: Taylor 1990) which has a facility to specify a dif-

ferent complex elastic stiffness tensor for each frequency. The

use of frequency-dependent complex velocities in reflectivity al-

gorithms has been discussed in detail by Mallick & Frazer (1987).

This procedure is appropriate for homogeneous media with fre-

quency dependent properties, and neglects, for example, the pos-

sible generation of the slow P wave at the interface. For this cal-

culation we assume an explosive source, ten receivers with a spac-

ing of 55 m and a 35 Hz Ricker wavelet. For simplicity we will

take a three layer model: a top layer of our shale with thickness

500 m, a 400 m thick sandstone with frequency dependent proper-

ties and then a half-space of the shale. This arrangement allows us

to study the top reflection in isolation without the presence of tuning

effects.

Fig. 4 shows the seismograms for the top PP reflection in four

cases corresponding to different values of the timescale parameter

τ , which controls the frequency regime, assuming gas saturation.

Attempts have been made to estimate τ directly (Maultzsch et al.
2003), but in this study we confine ourselves to considering the

influence of different τ values. The low- and high-frequency limits

correspond to τ values of 10−6 and 100 s, respectively. We also show

the results for τ values of 5 × 10−3s and 5 × 10−2 s; in these cases

dispersion effects are evident in the frequency band which we use for

our calculations. As expected from Fig. 3, a decrease in amplitude

is evident as we increase τ and, therefore, move from the low- to the

high-frequency regime.

Less evidently there is a subtle frequency effect. We consider the

average spectrum of the reflection that is the result of windowing the

arrivals, performing a Fourier transform and stacking the resulting

spectra in the frequency domain. The spectra for the five cases are
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Table 1. Numerical values used in the computations. The sand velocities assume water saturation. In all cases, the reference frequency

is 10 Hz, the reference value τ 0 = 2 × 10−5, and ε = ε0 = 0.1 throughout. The oil bulk modulus is assumed to be 800 MPa, and the gas

bulk modulus is taken as 400 MPa.

Model 1 Vp (m s−1) Vs (m s−1) ρ-water ρ-gas ρ-oil φ

sat. (g cc−1) sat. (g cc−1) sat. (g cc−1)

Shale 2743 1394 2.06 – – –

Sand 2790 1463 2.08 2.06 – 30 per cent

Model 2

Shale 3166 1689 2.32 – – –

Sand 2950 1800 2.3 – 2.28 15 per cent

Model 3

Shale 2249 731 2.139 – – –

Sand 2771 1499 2.08 2.02 – 30 per cent

Figure 2. Predicted velocities and attenuations for Model 1 as a function of non-dimensional frequency ωτ . Top left—P-wave velocity, Top right, S-wave

velocity, Bottom left—P-wave attenuation, Bottom right—S-wave attenuation. Dashed lines correspond to water saturation, solid lines to gas saturation.

shown in Fig. 5. The increase in amplitude is evident, along with

a systematic frequency shift. The peak frequency is the same in

both the high- and low-frequency limits, but as τ increases in the

intermediate cases we see first a reduction in peak frequency and

then an increase back to the value in the low τ case. Fig. 6 shows

a particularly clear demonstration of this phenomenon. We form

spectral ratios by dividing the spectrum for the water-saturated case

(assumed to be in the low-frequency limit) by the spectra for gas
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Figure 3. P-wave reflection coefficients in the low- and high-frequency limits for Model 1.

saturation in various frequency regimes. It is clear that this spectral

ratio does not vary with frequency when we are in the limiting case,

but there is a change with frequency for intermediate τ values.

These spectral variations occur for waves which have propagated

from the source, through the elastic overburden, been reflected at the

top of the frequency dependent layer and returned to the receiver.

For reflections from the base of the attenuating layer there is an

additional transmission effect of the attenuation, which in general

depends on the thickness of the attenuating layer (Samec & Blangy

1992). Fig. 7 shows examples from the model where a sandstone

layer of 150 m has been assumed and we display the low-frequency

limit, the high-frequency limit and the attenuating case. The effect

of attenuation is clear from the low amplitude of the base reflec-

tion in that case. The high-frequency energy travels with a higher

velocity than the low-frequency energy, meaning that the wavelet

is stretched between the traveltimes of the low- and high-frequency

case. The resulting arrival is low frequency and has high frequen-

cies concentrated at the head of the wavelet followed by a longer

low-frequency tail.

DATA E X A M P L E — B R I G H T S P O T

A N A LY S I S

In general we do not always expect that replacing water saturation

with hydrocarbon saturation will result in a change in the sign of the

reflection coefficient. In the class III case of Rutherford and Williams

(1989), the introduction of gas tends to lead to an increase in ampli-

tude, as the reflection coefficient becomes more negative; this is the

bright spot effect. Unfortunately, bright spots can be caused by fac-

tors other than hydrocarbon saturation, particularly local increases

in porosity.

Fig. 8 shows an example of a bright spot on a stacked section—a

significant increase in amplitude can be observed around CDP num-

ber 1300, for the reflection at 2.1 s. We wish to study this anomaly

in more depth, and so define two zones; the first is a flank zone

outside the anomaly in CDP’s 1233–1243 and the second is within

the anomaly, CDP’s 1297–1307. The pre-stack time-migrated CDP

gathers are summed within each zone to increase signal to noise

ratio, and the results are shown in Fig. 9.

It is clear that the reflection of interest shows an increase in ampli-

tude with offset in both zones, but that the effect is more pronounced

within the anomaly. We now study the variation in frequency con-

tent between the two zones on the stacked section. Using a tapered

120 ms window we isolate the reflections in the two zones, perform

a Fourier transform and stack the amplitude spectra in the Fourier

domain, yielding an average spectrum for each zone. These spec-

tra are shown in Fig. 10. We can clearly see the effect of tuning,

and a change in the tuning frequency between the two zones, but it

also appears that the anomaly is not only brighter but richer in low

frequencies than the flank zone.

We now adapt our earlier numerical model for the case of a

class III AVO anomaly. The shale is taken as having a P-wave veloc-

ity of 3166 m s−1, an S-wave velocity of 1689 m s−1 and a density of

2320 kg m−3. Under the same assumptions we modify the velocities

of the sandstone to be 2950 m s−1 for P wave and 1800 m s−1 for

the S wave, under water saturation at a frequency of 10 Hz. Porosity

is assumed to be 15 per cent, and density 2300 kg m−3. We also

consider saturation with oil, whose bulk modulus is assumed to be

800 MPa, with density under oil saturation being assumed to be

2280 kg m−3. The resulting predicted behaviour of the limiting val-

ues of the reflection coefficient is shown in Fig. 11. The general

structure is similar to our earlier case, except that all the reflection

coefficients in the region of interest are negative. Once again the

low-frequency limits are lower in value than the corresponding high-

frequency limits, although now the oil-saturated high-frequency re-

flection coefficient is higher than the low-frequency water-saturated

reflection coefficient. This happens as a result of competition be-

tween the compressibility effect on velocity and the dispersion ef-

fect.

Synthetic seismograms corresponding to the earlier calculations

were performed for various values of the timescale parameter τ , and

for both water and oil saturation. A 400-m-thick sandstone layer was
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Figure 4. Synthetic seismograms for Model 1 assuming τ values of: Top left—10−6 s, Top right—5 × 10−3 s, Bottom left—5 × 10−2 s and Bottom right—

100 s.

used so as to avoid interference between the top and base reflections.

The top reflections were windowed, Fourier transformed and their

spectra stacked in the frequency domain. We then formed spectral

ratios by dividing, for each frequency, the spectrum calculated for

water saturation by that for gas saturation, where for the gas case a

range of τ values were used. In Fig. 12 we compare the spectral ratio

for the low-frequency (Gassmann) limit, the dispersive case when

τ = 2 × 10−2 s and the result of performing the same operation on

the data displayed in Fig. 10.

We now study the effect of tuning on this analysis. When we make

the thickness of the sandstone layer 70 m, the reflections from the

top and base of the layer interfere giving us notches in the spectrum.

The situation is further complicated by the transmission effect of at-

tenuation as the base reflection travels through the attenuating layer.

Nevertheless, dispersion still has an influence on the reflected spec-

tra. Fig. 13 shows the reflected average spectra in the low-frequency

limit for water and oil saturation, together with the attenuating gas-

saturated case. A relative boost to the low frequencies in the atten-

uating case can still be seen.

DATA E X A M P L E — D I M S P O T A N A LY S I S

In the class I case of Rutherford and Williams (1989), characterized

by a low impedance shale overlying a higher impedance sand, the
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Figure 5. Average spectra of the top reflections for Model 1, assuming τ values of (from the bottom) 100s, 5 × 10−2 s, 2 × 10−2 s, 5 × 10−3 s and 10−6 s.

Figure 6. Spectral ratios formed by dividing the average spectrum of the water-saturated case (low-frequency limit), by the gas-saturated average spectra with

τ values of 10−6 s (dashed-dotted line), 2 × 10−2 s (dashed line) and 5 × 10−2 s (solid line).

introduction of gas often leads to a dimming of amplitude. Fig. 14

shows an example of a dim spot, a local decrease in amplitude,

around CDP’s 1660–1680 for the reflection just above 3.4 s.

Once again we define two zones along the same reflection, one

inside the anomaly and one outside, to compare the behaviour. The

zone outside the anomaly is taken to be CDP numbers 1629–1635,

while the anomaly is taken to be at CDP numbers 1665–1671. Sum-

ming the pre-stack CDP gathers in each case we arrive at Fig. 15.

A very different character to the previous example is evident. The

amplitudes decrease with offset; this is indicative of the Class I case.

To study the comparative frequency response of the two cases on

the stack we once again window the reflection in the two zones with

a 120 ms tapered window, Fourier transform and stack the amplitude

spectra in the frequency domain. The result is given in Fig. 16. It is

evident that the anomaly has lower amplitude than that outside the

anomaly, but it also appears to have higher frequency. Again tuning

phenomena are suggested, with an apparent notch around 40 Hz.

We now adapt our modelling framework to study theoretically

a dim spot, changing the shale velocity to 2249 m s−1 for the P
wave and 731 m s−1 for the S wave, the density being assumed to
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Figure 7. Synthetic seismograms for Model 1 with a 150 m thick gas reservoir layer illustrating the top and base reservoir reflections for τ values of 100 s

(left), 5 × 10−2 s (centre) and 10−6 s (right). The influence of attenuation as a transmission mechanism is evident in the centre diagram.

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 8. Stacked seismic section showing an anomaly (bright spot) centred around CDP 1300 at 2.1 s.

be 2139 kg m−3. The sand velocities are 2771 m s−1 for P wave

and 1499 m s−1 for S wave under water saturation at a frequency of

10 Hz. Porosity is 30 per cent and density 2080 kg m−3. We consider

saturating fluids of water and gas with bulk modulus 400 MPa,

with the gas-saturated density being 2020 kg m−3. The predicted

behaviour of the limiting values of the reflection coefficient is shown

in Fig. 17. This follows the same general structure as before, except

that it is clear that the gas-saturated case is indeed predicted to

have a lower amplitude than the water-saturated case. It should be

noted that it is the low frequencies, which are predicted to have the

lowest amplitude in the gas-saturated case; indeed a phase reversal

is predicted in the low-frequency limit.

We now repeat the analysis that we performed for the bright spot

in the previous case. We calculate the spectral ratio between the

flank zone spectrum and the anomaly spectrum. Spectral ratios are

also formed between the low-frequency (Gassmann) water-saturated

case and both the Gassmann gas-saturated case and the attenuating

gas-saturated case assuming τ = 5 × 10−2 s. These three cases are

compared in Fig. 18. The Gassmann case does not give a ratio con-

stant with frequency in this case because of the frequency and offset

dependent zero crossing of the reflection coefficient implied by the

phase change present in the low-frequency gas-saturated curve. In

contrast to the preceding example, the other two spectral ratios have

negative slope, and that for the model with dispersion is comparable

to the data curve.

The trend is still visible when we introduce tuning by making the

thickness of the sandstone layer 70 m. Fig. 19 shows the spectra in

the low-frequency limit together with the gas-saturated spectrum in

the attenuating case. The high frequencies have clearly been boosted

by the effect of dispersion.
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Figure 9. Pre-stack CDP supergathers corresponding to the zone outwith the anomaly (left) and within the anomaly (right).

Figure 10. Average spectra from the stacked section outwith the bright spot anomaly (dashed line) and within the bright spot anomaly (solid line).

D I S C U S S I O N A N D C O N C L U S I O N S

This paper proceeds from the hypothesis that hydrocarbon saturation

is associated with abnormally high values of dispersion and attenua-

tion. Such an effect can be expected from laboratory measurements,

but many direct measurements from borehole data demonstrate sim-

ilar behaviour.

We have identified two possible mechanisms for the increase of

attenuation, but we believe that the identification of zones of high

attenuation can aid exploration even if we do not know the precise

mechanism that is responsible. Our interest lies in determining the

seismic signature of combining the standard Gassmann effect with

fluid sensitive dispersion, and our choice of modelling is perhaps

the simplest way to combine these effects.

Many techniques have been developed in the framework of both

viscoelastic and poroelastic theory to treat the problem of reflection

and transmission at an interface (see Carcione 2001, for a compre-

hensive review). Our results are based on a rather simple equivalent

medium theory, which holds that the fluid-saturated rock may be

replaced by a homogeneous isotropic equivalent material whose ve-

locities and attenuations depend on frequency. The theory provides

an explanation as to why hydrocarbon saturation should give rise to
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Figure 11. P-wave reflection coefficients in the low- and high-frequency limits for Model 2, illustrating our conceptual model of an oil induced bright spot on

a class III interface.

Figure 12. Spectral ratios formed by dividing the water-saturated average spectrum (low-frequency limit) for synthetic data by the oil-saturated average

spectrum assuming τ values of 10−6 s (dashed-dotted line) and 5 × 10−2 s (dashed line). These are compared to the spectral ratio of the average spectrum

outside the anomaly to that within it from the stacked data (solid line).

attenuation anomalies, but also predicts that this attenuation should

be associated with significant velocity dispersion. This velocity dis-

persion gives rise to frequency dependence of impedance, and hence

when we match displacement and traction at the interface we find

a frequency dependent reflection coefficient. For Q values typical

of those observed in hydrocarbon reservoirs we find that this effect

is very significant for interpretation of the AVO response. Poroe-

lastic developments have treated the fluid dynamics at the interface

very thoroughly, but in these studies the magnitude of the velocity

dispersion associated with the hydrocarbon deposit has been much

smaller. To capture the concept of an attenuation anomaly in the

reservoir we assume a purely elastic overburden. It should be borne

in mind that this is an unrealistic oversimplification. Nevertheless it

serves to focus attention on the fact that the existence of dispersion

leads to a frequency dependent reflection coefficient as well as at-

tenuation during transmission. The central point of our paper is to

show that fluid-related dispersion is a strong candidate mechanism

for the commonly observed frequency anomalies in seismic data.
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Figure 13. Average spectra for Model 2 with the reservoir being taken to be 70 m thick and assuming a τ value of 10−6 s for water saturation (dashed line)

and oil saturation (solid line). The dotted-dashed line is for oil saturation assuming a τ value of 5 × 10−2 s.

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 14. Stacked seismic section showing an anomaly (dim spot) centred around CDP 1670 above 3.4 s.

This point does not follow if we model attenuation by the traditional

means of assigning a frequency independent imaginary part to the

elastic tensor (MacBeth 1999).

We arrive at an extended version of the Rutherford & Williams

(1989) framework in which the frequency response is coupled to the

AVO behaviour at the interface. The seismic data, which we show fit

plausibly into this framework. The model also explains the widely

noted tendency for bright spots to be rich in low frequencies (Taner

et al. 1979). While the theory is rather straightforward, some of the

predictions are counterintuitive; particularly the prediction in our

dim-spot example that, through the frequency dependent reflection

coefficient, the existence of abnormally high attenuation can actually

boost the high frequencies of the reflections rather than attenuating

them as might be naively supposed. If this effect is important, it will

add an extra layer of complexity to the uncertainties in Q estimation

(White 1992).

We wish to make clear that we stop short of advocating a petro-

physical interpretation of the data anomalies which we present. We

lack the well control and reservoir engineering information which

could support such an interpretation. Thus, we regard the data as

illustrative but equivocal. Furthermore, we have not addressed the

suggestion that seismic processing induces systematic frequency
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Figure 15. Pre-stack CDP supergathers corresponding to the zone outwith the anomaly (left) and within the anomaly (right).

Figure 16. Average spectra from the stacked section outwith the dim-spot anomaly (dashed line) and within the dim-spot anomaly (solid line).

anomalies associated with hydrocarbon deposits (Ebrom 2004) nor

attempted to remove any structural influence (Wang et al. 2002).

Nevertheless, the application of the ideas we present to other data

sets, particularly 3-D seismic, time lapse and VSP data is expected

to shed considerable light on the problem, particularly if we extend

the analysis to consider anisotropy (Lynn 2004). We expect that the

application of spectral decomposition methods to such data will re-

veal whether the spectral response to hydrocarbon saturation is well

captured by a combination of the Gassmann effect and tuning or

whether the trends suggested by this study can be used to improve

the characterization of hydrocarbon reservoirs.
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Figure 17. P-wave reflection coefficients in the low- and high-frequency limits for Model 3 under water and gas saturation, illustrating our conceptual model

of a gas induced dim spot on a class I interface.

Figure 18. Spectral ratios formed by dividing the water-saturated average spectrum (low-frequency limit) for Model 3 synthetic data by the gas-saturated

average spectrum assuming τ values of 10−6 s (dashed line) and 5 × 10−2 s (dashed-dotted line). These are compared to the spectral ratio of the average

spectrum outside the anomaly to that within it from the stacked data (solid line).
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A P P E N D I X A : C A L C U L AT I O N O F T H E

F R E Q U E N C Y D E P E N D E N T E L A S T I C

T E N S O R

In this section we outline the procedure for calculating the frequency

dependent elastic constants on which our modelling scheme de-

pends. The equations are based on those of Chapman et al. (2002),

under the simplifying assumption that we consider local (‘squirt’)

flow rather than a combination of local and global flow. In this way

we consider frequency dependent wave-induced exchange of fluid

between cracks and pores as well as between cracks of different

orientations. Cracks are considered to be oblate spheroids (‘penny

shaped’) of low aspect ratio, and the pores are considered to be

spherical. The calculations are based on those of Eshelby (1957).

The inputs to the model are the isotropic elastic moduli λ and

μ, which in principle are associated with the rock without cracks

or pores, the porosity φ, a timescale parameter τ , a crack density

ε, the crack aspect ratio r and the fluid bulk modulus κ f . All other

parameters being equal, ε controls the magnitude of dispersion and

attenuation, while τ controls the frequency range over which that

dispersion occurs. Theoretically, τ is proportional to fluid viscosity

and inversely proportional to permeability, although there is also

a scale dependence (Chapman 2003). τ According to the model,

variations in permeability should be modelled by changing the τ

value.

To calculate the frequency dependent elastic tensor, we first

define the pore- and crack-space compressibility parameters:

K p = 4μ

3κ f
; (A1)

Kc = πμ(λ + μ)r

κ f (λ + 2μ)
. (A2)

We then define non-dimensional parameters:

γ = 3π (λ + μ)

4(λ + 2μ)

(1 + K p)

(1 + Kc)
; (A3)

γ ′ = γ
λ + 2μ

3λ + 2μ

1

1 + K p
; (A4)

and the frequency-dependent constants:

A(ω) =
(1 + iωγ τ ) λ+2μ

(λ+μ)

(
16ε

27φ(1+K p )
+ (λ+μ)

3λ+2μ

) + iωτ
(

1
3(1+Kc )

− γ ′)
1 + iωτ + (1 + iωγ τ ) 16ε(1+Kc )

9φ(1+K p )
λ+2μ

(λ+μ)

;

(A5)

B(ω) =
1

3(1+Kc )
+ 9(1+K p )

16(1+Kc )

(λ+μ)

3λ+2μ
+ iωτ

1+iωτ

(
γ ′ − 1

3(1+Kc )

)
9(1+K p )

16(1+Kc )

(λ+μ)

(λ+2μ)
+ 1+iωγ τ

1+iωτ

. (A6)

The effective, frequency-dependent, bulk modulus is then given by:

κeff = κ − ε

[
4(3λ + 2μ)(λ + 2μ)

μ(λ + μ)
{1 − 3A(ω)} − 4π A(ω)r

]

− φ

[
(3λ + 2μ)

4μ

{
λ + 2μ

3λ + 2μ
+ B(ω)

}
− 3B(ω)

]
. (A7)

The effective shear modulus is given by:

μeff = μ − 16

45
ε

1

1 + Kc

μ(λ + 2μ)

3λ + 4μ

(
Kc + 1

1 + iωτ

)
− 32

45
ε
μ(λ + 2μ)

3λ + 4μ
− φ

15μ(λ + 2μ)

9λ + 14μ
. (A8)

Following O’Connell & Budiansky (1978), we define the quality

factor Q for P- and S waves, respectively, as:

Q p = −Re
(
κeff + 4

3
μeff

)
Im

(
κeff + 4

3
μeff

) ; (A9)

Qs = −Re(μeff)

Im(μeff)
. (A10)
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